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## Class 26 R Logistic Regression

library(titanic)  
data("titanic\_train")  
head(titanic\_train)

## PassengerId Survived Pclass  
## 1 1 0 3  
## 2 2 1 1  
## 3 3 1 3  
## 4 4 1 1  
## 5 5 0 3  
## 6 6 0 3  
## Name Sex Age SibSp Parch  
## 1 Braund, Mr. Owen Harris male 22 1 0  
## 2 Cumings, Mrs. John Bradley (Florence Briggs Thayer) female 38 1 0  
## 3 Heikkinen, Miss. Laina female 26 0 0  
## 4 Futrelle, Mrs. Jacques Heath (Lily May Peel) female 35 1 0  
## 5 Allen, Mr. William Henry male 35 0 0  
## 6 Moran, Mr. James male NA 0 0  
## Ticket Fare Cabin Embarked  
## 1 A/5 21171 7.2500 S  
## 2 PC 17599 71.2833 C85 C  
## 3 STON/O2. 3101282 7.9250 S  
## 4 113803 53.1000 C123 S  
## 5 373450 8.0500 S  
## 6 330877 8.4583 Q

**Logistic Regression** In all of our regression models (so far) the response variable, Y, has been quantitative. What if we want to model a categorical response?

**Categorical Response Variables** - Ways you can think about categorical response variables - WE will only focus on binary responses

* Binary Response: Whether or not a person smokes and Success of a medical treatment, where Y is divided into NOn-smoker vs smoker and X is divided into Durvies vs Dies
* Ordinal Response: Opinion Poll responses: Where Y = Agree, Netural, and Disagree
* Nominal Response: Political preference; where y = Democrat, Republican, independent

**Binary Logistic Regression** - Response variable (Y) is categorical with just two categories (yes/no or success/failure or 0/1 …). - One approach: Code the response Y as a (0,1) dummy (indicator) variable. - Assume we have a single quantitative predictor X.

**Titanic Survival** Y = Survived (0 = no; 1 = yes) X = Fare (ticket cost in dollars) - Want to predict if the people on the titance survived based on how much they paid

# amkes a table that tells you how many people survived out of the titanic overall   
# Just how many people survived total vs died  
table(titanic\_train$Survived)

##   
## 0 1   
## 549 342

# Survival related to ticket   
# SO a table on if survived based on what type of ticket class they bought   
# Shows a rough relatioship between the pclass and the others   
table(titanic\_train$Survived, titanic\_train$Pclass)

##   
## 1 2 3  
## 0 80 97 372  
## 1 136 87 119

# The below caompres the survided to teh class,   
  
# the first calss,   
# third class a lot didn't survived   
# Wouldnt an underlying variable be that there are more people buying lower class tickets than higher class tickets? I think people should look at the proportion   
# WEll, based on teh propprtions, it still looks like the upper class surived more, hmm wonder why

Below: low pvale; we ave strong ev to say that it si nonzero and there is some linear relationship

* if we look at teh model we can plot survied by fare;

Titanic\_mod=lm(Survived ~ Fare, data=titanic\_train)  
summary(Titanic\_mod)

##   
## Call:  
## lm(formula = Survived ~ Fare, data = titanic\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.9653 -0.3391 -0.3222 0.6044 0.6973   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.3026994 0.0187849 16.114 < 2e-16 \*\*\*  
## Fare 0.0025195 0.0003174 7.939 6.12e-15 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.4705 on 889 degrees of freedom  
## Multiple R-squared: 0.06621, Adjusted R-squared: 0.06516   
## F-statistic: 63.03 on 1 and 889 DF, p-value: 6.12e-15

plotting surivied by fare; hard to see how dense it is; there are a lot of calues on top of the m on the bottom;

if we jitter teh data, it moves it up and down a random amount so we can see the visual difference; it doens’t chnage the data, it just changes the visual of it.

plot(Survived ~ Fare, data=titanic\_train)  
abline(Titanic\_mod, col="red")
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plot(  
 jitter(Survived, amount=0.1) ~ Fare,   
 ylim = c(-0.25,1.25),   
 data=titanic\_train  
 )  
  
 abline(Titanic\_mod, col="red")
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plot(Titanic\_mod, c(1, 2, 5))
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The aove shows that teh resultial by fitted has a path residuals are NOT normally distributed and the cook’s distance doesn’t hae any poitns of influence;

but bottom line the model doesn’t work very well

**Binary Logistic Regression Model** Y = Binary response X = Quantitative predictor π = proportion of 1’s (yes, success,…) at any x Probability form 𝜋=𝑒^(𝛽\_𝑜+𝛽\_1 𝑥)/(1+𝑒^(𝛽\_𝑜+𝛽\_1 𝑥) ) - curve(exp(B0+B1*x)/(1+exp(B0+B1*x)),add=TRUE, col=“red”)

below is a model of it by fare ; yo umaek teh family binomial What does it mean when you make the family binomial? Does that make it binary? - No it’s not binary, it means that it is a squared plot

Titanic\_logitmod = glm(Survived ~ Fare, family = binomial, data=titanic\_train)  
# Darws a curve that has a curve in teh middle with a similar likelihood of surviving or not suriving   
# We are looking at the model and predicting teh pi outcome   
# The probabiltiy of that outcome   
# Predict prob of 0 - 1someone who fits this fare would survive based ont eh model we have created   
# WE have to use teh glm function to tdo that   
  
summary(Titanic\_logitmod)

##   
## Call:  
## glm(formula = Survived ~ Fare, family = binomial, data = titanic\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4906 -0.8878 -0.8531 1.3429 1.5942   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.941330 0.095129 -9.895 < 2e-16 \*\*\*  
## Fare 0.015197 0.002232 6.810 9.79e-12 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1186.7 on 890 degrees of freedom  
## Residual deviance: 1117.6 on 889 degrees of freedom  
## AIC: 1121.6  
##   
## Number of Fisher Scoring iterations: 4

# this can be aline if we want it to be   
# But we have to look at it differently

ABove, we are going to claim that the above is a linear model; we;re going to replot the data with teh jitter data; then see if the curve function equation looks nicer

we will learn later where teh curve function is coming from

we want to plot the curve = (exp(B0+B1*x))/(1+exp(B0+B1*x)) (Can see this formula filled in below)

**Predicting Proportion of “Success”** In regression the model predicts the mean Y for any combination of predictors. - What’s the “mean” of a 0/1 indicator variable? 𝑦̄=(∑𝑦\_𝑖 )/𝑛=(#” of ” 1′𝑠)/(#” of trials” )=“Proportion of "success"” - Goal for this model: Predict the “true” proportion of success, π, at any value of the predictor.

plot(Survived ~ Fare, data=titanic\_train)  
  
B0 = summary(Titanic\_logitmod)$coef[1]  
B1 = summary(Titanic\_logitmod)$coef[2]  
  
curve(exp(B0+B1\*x)/(1+exp(B0+B1\*x)),add=TRUE, col="red")
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# predicitng the changes of dying based ont eh ticket you bought   
# WE say that there is about a 20% chance of dying if you payed a ceratin amount. THat's what the red line says; at what price of your ticket would oyu have X precentage of curiviing or dying

set.seed(10012020)  
passenger = titanic\_train[sample(nrow(titanic\_train),1),]  
passenger

## PassengerId Survived Pclass Name Sex Age SibSp  
## 622 622 1 1 Kimball, Mr. Edwin Nelson Jr male 42 1  
## Parch Ticket Fare Cabin Embarked  
## 622 0 11753 52.5542 D19 S

# We are randomly selecting one person so that we can check the residuals for a random value

predict(Titanic\_logitmod, passenger, type="response")

## 622   
## 0.4643927

# This is telling us, what do we predict a person who bought a certain amount's chance of surviving?   
# This looks at how much they paid for their ticket and tells us where on teh red curve we would expect this dude to fall   
# So thsi tells us that the dude has a 46% chance of surviving if he paid X amount for his ticket

**Binary Logistic Regression Model** Y = Binary response X = Quantitative predictor π = proportion of 1’s (yes, success,…) at any x Probability form: 𝜋=𝑒^(𝛽\_𝑜+𝛽\_1 𝑥)/(1+𝑒^(𝛽\_𝑜+𝛽\_1 𝑥) ) Logit form: log⁡(𝜋/(1−𝜋))=𝛽\_0+𝛽\_1 𝑥 **NOTE** The logit form can be solved to be in linear form, which is why we can use linear regression rules with it.

**Binary Logistic Regression Model** **Probability Form:** P(X) = ((e(Bo+B1X))/(e(B0+B1X)+1)) **Logit Form:** ln(p/(1-p)) = B0 + B1X

**Example: Golf Putts** Build a model to predict the proportion of putts made (success) based on length (in feet). Data are in Putts1 of Stat2Data.

library(Stat2Data)  
  
data("Putts1")  
head(Putts1)

## Length Made  
## 1 3 1  
## 2 3 1  
## 3 3 1  
## 4 3 1  
## 5 3 1  
## 6 3 1

**Logistic Regression for Putting**

modPutt=glm(Made~Length,family=binomial,data=Putts1)  
summary(modPutt)

##   
## Call:  
## glm(formula = Made ~ Length, family = binomial, data = Putts1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8705 -1.1186 0.6181 1.0026 1.4882   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.25684 0.36893 8.828 <2e-16 \*\*\*  
## Length -0.56614 0.06747 -8.391 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.21 on 586 degrees of freedom  
## Residual deviance: 719.89 on 585 degrees of freedom  
## AIC: 723.89  
##   
## Number of Fisher Scoring iterations: 4

# pvalues are small   
# So we like these realtionships, but we should plot it to see what it actually loks like and that is done below

logit = function(B0, B1, x)  
 {  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
}  
# THis function will make the curve that we need on the curve above   
#SO , this is the same as above

B0 = summary(modPutt)$coef[1]  
B1 = summary(modPutt)$coef[2]  
  
plot(jitter(Made,amount=0.1)~Length,data=Putts1)  
# These lines overall plot what the data looks like   
curve(exp(B0+B1\*x)/(1+exp(B0+B1\*x)),add=TRUE, col="red")  
# This line is the line that we would use to predict someone will make a put based on the distance from the hole.   
  
# Can also use the logit function   
curve(logit(B0, B1, x), add = TRUE, col = "blue")
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# THis will make the same line as above

logit = function(B0, B1, x)  
 {  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
}  
# THis function will make the curve that we need on the curve above   
#SO , this is the same as above

**Golf Putts Probabilities** 𝜋̂=𝑒(3.257−0.5661𝐿𝑒𝑛𝑔𝑡ℎ)/(1+𝑒(3.257−0.5661𝐿𝑒𝑛𝑔𝑡ℎ) ) Where phat = 𝑝̂=(# 𝑚𝑎𝑑𝑒)/(# 𝑡𝑟𝑖𝑎𝑙𝑠)

**Golf Putts Probabilities** Length: 3,4,5,6,7 phat: 0.835, 0.739, 0.565, 0.488, 0.328 pihat: 0.826, 0.730, 0.605, 0.465, 0.330

Making a table of those that are made vs failed at different lengths

Putts.table = table(Putts1$Made, Putts1$Length)  
Putts.table

##   
## 3 4 5 6 7  
## 0 17 31 47 64 90  
## 1 84 88 61 61 44

p.hat = as.vector(Putts.table[2,]/colSums(Putts.table))  
# Make it a vector because we want to be able to use it with dataframes   
p.hat

## [1] 0.8316832 0.7394958 0.5648148 0.4880000 0.3283582

pi.hat=0  
  
# Compare the predictions, so 3 - 7 feet; so from 3 ft to 4 ft to 5 ft to 6 ft etc.   
# Will make the pihat for each of these   
# Pihat = the probability of sucess at a certain feet distance   
# Pi = success/trials   
for(i in 3:7)  
 {  
 pi.hat[i-2] = logit(B0, B1, i)  
 }  
  
pi.hat

## [1] 0.8261256 0.7295364 0.6049492 0.4650541 0.3304493

# Makea a dataframe that tells you the pihat values and the p hat values   
# We dont know the difference btween pi and p hat   
Putts = data.frame(  
 "Length" = c(3:7),   
 "p.hat" = p.hat,   
 "pi.hat" = pi.hat)  
  
head(Putts)

## Length p.hat pi.hat  
## 1 3 0.8316832 0.8261256  
## 2 4 0.7394958 0.7295364  
## 3 5 0.5648148 0.6049492  
## 4 6 0.4880000 0.4650541  
## 5 7 0.3283582 0.3304493

* Probability form of puttin gmodel\*
* etended from 0 - 12; the points on teh graph are the actual proprtions that were made; the p hat values;

the line shows the pi hat values; teh line on the 4 = what we predict; teh dot = the actual value - these are close adnthis is how we test teh linear model - we are going to put it back to the logit form so that we cna put this on a line and we want to see if teh data fits teh lie - if it doens’t then we will have to do transformations - it gets a lot math-y-er we agoig to spend next class talking more about the math how to lok at hypothesis testing and anova doesn’t make sence here anymore because teh residual doesn’t work each point represntes differen combination of data points.

**Probability Form of Putting Model**

plot(p.hat~Length,ylim=c(0,1), xlim=c(0,12), data=Putts)  
curve(logit(B0, B1, x),add=TRUE, col="red")

![](data:image/png;base64,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)

## Class 27 R Logistic Regression: Odds Ratio And Inferences

library(Stat2Data)  
  
data("Putts1")  
head(Putts1)

## Length Made  
## 1 3 1  
## 2 3 1  
## 3 3 1  
## 4 3 1  
## 5 3 1  
## 6 3 1

**Logistic Regression for Putting**

# Use glm for different types of graphs  
modPutt=glm(Made~Length,family=binomial,data=Putts1)  
summary(modPutt)

##   
## Call:  
## glm(formula = Made ~ Length, family = binomial, data = Putts1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8705 -1.1186 0.6181 1.0026 1.4882   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.25684 0.36893 8.828 <2e-16 \*\*\*  
## Length -0.56614 0.06747 -8.391 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.21 on 586 degrees of freedom  
## Residual deviance: 719.89 on 585 degrees of freedom  
## AIC: 723.89  
##   
## Number of Fisher Scoring iterations: 4

B0 = summary(modPutt)$coef[1]  
B1 = summary(modPutt)$coef[2]  
  
plot(jitter(Made,amount=0.1)~Length,data=Putts1)  
curve(exp(B0+B1\*x)/(1+exp(B0+B1\*x)),add=TRUE, col="red")
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**Golf Putts Probabilities** 𝜋̂=𝑒(3.257−0.5661𝐿𝑒𝑛𝑔𝑡ℎ)/(1+𝑒(3.257−0.5661𝐿𝑒𝑛𝑔𝑡ℎ) ) 𝑝̂=(# 𝑚𝑎𝑑𝑒)/(# 𝑡𝑟𝑖𝑎𝑙𝑠) - THis is also a part of Class 26

# This makes a table so we can then make the proportion of success for the golf putts probabilities   
  
Putts.table = table(Putts1$Made, Putts1$Length)  
Putts.table

##   
## 3 4 5 6 7  
## 0 17 31 47 64 90  
## 1 84 88 61 61 44

# Proportion made for each distance   
# takes the probabilities from the putts table and see the proportion for each distance so it's the total for distance 3  
# P(success)/Ntrials  
p.hat = as.vector(Putts.table[2,]/colSums(Putts.table))  
p.hat

## [1] 0.8316832 0.7394958 0.5648148 0.4880000 0.3283582

logit = function(B0, B1, x)  
 {  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
 }

pi.hat=0  
  
for(i in 3:7)  
 {  
 pi.hat[i-2] = logit(B0, B1, i)  
 }  
  
pi.hat

## [1] 0.8261256 0.7295364 0.6049492 0.4650541 0.3304493

Putts = data.frame(  
 "Length" = c(3:7),   
 "p.hat" = p.hat,   
 "pi.hat" = pi.hat)  
  
head(Putts)

## Length p.hat pi.hat  
## 1 3 0.8316832 0.8261256  
## 2 4 0.7394958 0.7295364  
## 3 5 0.5648148 0.6049492  
## 4 6 0.4880000 0.4650541  
## 5 7 0.3283582 0.3304493

he above is all review from last class that we didn’t get to p-hat = the 3:7, length is 3:7; this sis from teh putts data,

the below plots the curve ontop of it

logit, logs the thing, i think; see th formula above code

if we change x limits, it shows the smaller vs bigger graph

**Probability Form of Putting Model**

plot(p.hat~Length,ylim=c(0,1), xlim=c(0,12), data=Putts)  
# Shows the proportion we are predicting to the prediction plot that we have   
curve(logit(B0, B1, x),add=TRUE, col="red")
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the blue points are the mean values for each value of x

plot(jitter(Made,amount=0.1)~Length,data=Putts1)  
  
points(p.hat~Length, data=Putts, col='blue')  
  
curve(logit(B0, B1, x),add=TRUE, col="red")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAbFBMVEUAAAAAADoAAGYAAP8AOjoAOpAAZrY6AAA6ADo6AGY6Ojo6kNtmAABmADpmAGZmkJBmtrZmtv+QOgCQZgCQkGaQtpCQ2/+2ZgC2tma2/7a2///bkDrb/7bb////AAD/tmb/25D//7b//9v///9vapQhAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAM0UlEQVR4nO2di3qjyBFG8RBbm1i7GzuJSUZxkMz7v2ME6AIaI7qrq1D1z3++bxlpdlS0OOobDUXREGiKRxeA2ELB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDoyy4IAvxKMG64cgUFAwOBYNDweCgCo4YXTwSi2KOY7oQrP81o8aPEUH1I1rH9CBY/2tGzhAigupHNI7pQLDB11ziyPkM2XThKNhHTJNidj0JBbuIySZaHJ2CL++DP6haDAo2CknBnmKyDxZHX7Hg9Bpcn2K8JZVjukgKUPD1ffAH+z8O2+Klf/X1Xvz4KS/HdJEUoODr++APdtvDH0On43dx5ZgukgJrFsw+2E9MhzVYrxyDl3keOZ8hKdhTTAoWR6fgy/vgD3bb4yD6QsIY+kbweaMGBV/fB3+w/+PrPcnrd/vN9Mj5DJm+XPj1/pK0++KXb5XNkcujmMnTpDrtFNav+83lyOVSzCatBmuVY/AylyOXZTEp+IExb5tTnaA3HWB4YXSLMXi5XsGua/BOb5qU5ZHzGZLnoj3F5CBLHD0TwQZ9MAU7iumyD/567yMkntCiYJuQyX3wrnjtX9TnF9JyXF9mcuTyKGbiNOnr/aJ19/yZUoybEvk/cpkWM3o16XKesuY0yWHI1EEWa7DzkAp98KkKsw92GTJ9mnRe8k+qvxRsFZKLDZ5irkTw7cBeI/qKBfs7F919Ud3oBr8Zk5gmxWzG7WPM55SLYYn+gTOJaV9MVMHkBAWDIxC837w11cwsqSqKl25ZYuoCPQpeCBvB7Vmuqr3P9LCdOB1CwQthIrg7oVk/fTTTJzRH+y3LMrQYJBITwd2SRL8YMbUkMdxvefqPGOCgBpeDLdHGuA8erD5N7rccbIk2DkbRZdP8ryW0JCQGD/PgsrlapmdlPAgej6KpWRVrwVP3P8yFY3VWYuEaXFwI+/d0nIqLJvourMtJxAs+/P7R/al2VWUY9CxDLvju3YWz9z9IGwQ6jiRWcHXtRe9cVTl//0NCi8+6HIO8Bt8h4Orp9C6djoMwGWQF3P+gMmZjXZ5HIHj+/sJFavCV7xxzBfKEQHA1P3yev/9BedZ1W5fLhssXPYI+eOoijSGz9z/YXNFxdlwOtitHIlg5EZoug7pcWu0jJ+IFp+UyjN6viLKry6XpPjJB0Aer5DI0vuiubDiP6pE00cXcKFpzv0L6UTTnURksNiiwZsmrENyyVseoTfR3rLLBFtfgtNXCR97ZsC7H8ia6SpotPfbWlRU5lgteeMFfm7W013LBaumEHwq8Y7HgwzbjJnoEdkWWj6LT8ig5EtyC63g18+BZQDtlCr4BzbFE8H5zbKGfZq/M0tnvA4ByLFpNalf8d2qPePcITmMtWQ/ur+hQyzbrFQzH8is6Mj/REQTAwIs1OICcHbMPDiNbxxxFB5NnY+38/mBv5OeYJzpiycyxQPD5ZPQKRtET5NRYS0bRiY9riNuvI7LMFQN3Z4MdZfPrzRL+JcvnwQvt1w3lYDvCt2NJprvf0mZIcft1QznY3uLYsUTwZpWDrHKw/QavjTXmzWcmlM3cDYseHXOQFU5I1gB3jjnIUsdXY81Blgl+HK/p3qRlcbKWzHPRxjzaMQXb89CKzMWGZZhwbJ/OS5In6/lz99I9uWGJ/eLwjeOyMc8FJMuTVT9/rumaLDVuGutysLVCdqJj/9ef3X8L7BeOgeNysLVCdqKjzThLwWKWTMgn6IPbG4OrVzbRSfSNddk47IO75A3HkXS2OTrcsMiZENN58J2RNgWfMZZsIvhyNnN6tkzBQwwd29TgU5po1uBwrBwbNdGHbTsEo+AoTBprsz64evqg4HjUHdsNsnbFKwVL0HWckCdr7ga0/eYvFCxDsbG2nCZ9vU/fYkrBcyg55nqwYzQuCrEWLH1+MLmS5Fgi+LAtnj8r0bWVud8f/CjkjiUpHJ4+ds+fQY9PUtgvOSFsrGXLhe1KEka22bwQOJYt+LeC76ZRMnt+8OqJdSyvwdWd9WDT5wevnqjBtbgPvpdGaeGnj66UMMfCUfT9s1hLPT949QRUZJN5MGvwgsw4tjnRsfjzg9fNzcW4o4vpIwUHXKsx+ncLPz94vVwHXmUzupBPMsjqamWdlsuQgk0YX5DbIk/hwMtmXVJersftkadwWEO+6AwpB9sWeQqHeyc6IsIRZcomvQ9uq/COfbBTkkbRHd0QOTFhJQUvBK/oAIeCwWEKB3CYwgEcpnAAhykcwGEKB3CYwgEcpnAAh/NgcCgYnEjB5+udeaIjF2Jr8GGb+FTK2P2SNCTTpKkL6Uz2S9IQ9cFV4hA6Zr8kDeEga1ekPR+agpdCPIrebyS1mPcHL41McDuY5omOLJAIrovUBpqCFyNecFUUCs+2o+CFiBW8Sx9Ax+2XpMEzWeDwXDQ4FAxO7O2jfwzb5fE7m/2SNOIXG85j6GN3nNALU/BCiO5N6uFlsznAPhgc+e2jC+2XpCG/AVxxv1x70GR8NCV9sMa5rFEZMlldyqaUw3JKarDymayuONrHzkCGxe/QJOKonA4GWYVB/EI94i9HTi2makSfgtsCqcY3+c3oNzRmv5lEwQkZ378LZ3Hk9H8zJr9Dn4K1M74bfM0ljpzPkAqC1TO+Z3rkfIZUEByU8T08XLZHzmdIxRp8NxFaTEp/iyNn0QevRXBAxve4lP4mR+680Yy5FsHzGd/jEoJneuR8hlxmHhyX0j/TI+czpMYg6/e+7t4ZZLEGB4ZcYKggF3xvmhSV0n/FghcYKsQKrooL9050xKT0X7Ngz010Yjmmi6QRnYIv74M/eH4R0AfHhMv2yPkMuVAffCXg+cGZHjmfIZfqg2d2P/pWmR45nyHZB3uK6VOwUjluX2Z35HyGXEpw3GLDeaMGBV/fB3+w2x62ryEX3T18sYGrSZf3wR+M2Enk00ezqG0UPCD2+cHaX5LLhb5qsD5soq/vgz/YbYd9cDE9FY58frBBDWYTfX4f/MFv/m76ZFbU84OzkLFKwbU8qz+nSTYh13Kigxe+X94Hf1C1GOZnshrtRoE1OLIcg5dsog1jOhBsMMiyCdnk+Dv0IFh/mmQRMpc++KaYLgRnQTaLXs2ooaHgUMwGbqoRfTbReWBgw6hzGl0vE/w55WLohlsEAxsWjItJweBQMDgUDA4Fg/MwwWQhHiTYPLhFeaGLScHgxaRg8GJSMHgxKRi8mBQMXkwKBi8mBYMXk4LBi8lzi+BQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweDYCd7df0aPkLvP7RLQ5w16UY2532hHrE/Xygoe0m4muM3FVKsbrqczOMnY/6b+I2yTFB22uoZbZDGtBHdPMf16V/6a3RNwVSOqPNh+RJ8PMO0Zn98iC2naB6sL3j3/Q1nwTr2mGbQJfdyN6MG/poJ3yk308dhp98HV3wrZUwwmqX/8Z6scsqOStQmGgmvtr9k2fsqCD9s2XuJjz8fs2ozb6m1XI31yt3ETrapj9um3UlQ74r7ZUu/bpQNW23mw6jC669xMBO83gvnHFP1YSDVki/SL2wrWPXLyyeAMquOivu5qD7WkLbSZ4F6t/iREuQYbFLPPi6/9zcVVxawGtyYGKeI1w6rGawdDqoOsbqig/s3FnZ1dE12ZtKbqfbBBMWvtmVeTcOKEiw3gUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAzOqgQH3NhUv51uD0SBgke0cik4WygYnKvgXX+H52H7921/92hVFE//fPrXpiie/7v9c2Nx5+tjWKfgNlFKm3fqsD2+aN+0OYrq4umjr8Gnv4RglYL7hBf1j5/di/3mrU+QUJ0FvxokUXkUqxTc50M4Ouy62+Omz6hRnwW/NTgd8ToFn/P1nF3uKBiCcQ1umoY1GItrH3yyd3bZ97g7Cs6c0Sj6PKbqXF5H0a8UnC9V3/W+9vPgo9Ory+P/+vHv499U7TyYgjHRz8vnAApu6fpgcTpI11BwR22T5dQBFAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMzv8BoZT1zaNjsn4AAAAASUVORK5CYII=) THink about the Odds of something happening; - the odds vs probability - the odds against are 4:1; they expect those one horse to lose 4/5 vs 1/5 of the time

if pi = proportion of yes (success 1, etc)

the odds of yes = P(pi)/(P(1-pi)) odds of yes = P(yes)/P(no)

logit form = log(odds of yes) = B0 + B1X Below adds 2 new columns to teh dataframe, this messes with teh data

one is probability of it happened over teh probaility that it doesnt haveppen

pi = predicted

**Odds** The odds against a certain horse winning a race are 4 to 1.  
- What does that mean? – 4 losses for every 1 win – P(Win) = 1/5 – P(Loss) = 4/5

𝑂𝑑𝑑𝑠= (𝑃(𝑊𝑖𝑛))/(𝑃(𝐿𝑜𝑠𝑠))=(1/5)/(4/5)=1/4

**Odds** If pi = proportion of “yes” (success, 1, ….) the odds of yes are(is)

(𝑃(𝑦𝑒𝑠))/(𝑃(𝑛𝑜))=𝜋/(1−𝜋)

With a little bit of algebra… 𝑜𝑑𝑑𝑠=𝜋/(1−𝜋)⇔𝜋=𝑜𝑑𝑑𝑠/(1+𝑜𝑑𝑑𝑠)

**Odds and Logistic Regression** Logit form: log⁡(𝜋/(1−𝜋))=𝛽\_𝑜+𝛽\_1 𝑋 -The logistic model assumes a linear relationship between the predictor and log(odds). - log⁡( 𝑜𝑑𝑑𝑠)=𝛽\_𝑜+𝛽\_1 𝑋

**Logit Form of Putting Model**

**Back to Putting Data** Since we have lots of putts, we can estimate 𝑝̂ (proportion of putts made) at each length 𝑝̂=(# 𝑚𝑎𝑑𝑒)/(# 𝑡𝑟𝑖𝑎𝑙𝑠) and the odds (𝑜𝑑𝑑𝑠)̂=(# 𝑚𝑎𝑑𝑒)/(# 𝑚𝑖𝑠𝑠𝑒𝑑)=𝑝̂/(1−𝑝̂ ) and find log⁡((𝑜𝑑𝑑𝑠̂) at each length.

**Golf Putts Odds** (𝑜𝑑𝑑𝑠)̂=(# 𝑚𝑎𝑑𝑒)/(# 𝑚𝑖𝑠𝑠𝑒𝑑)=𝑝̂/(1−𝑝̂ ) (from sample) (𝑜𝑑𝑑𝑠)̂=𝜋̂/(1−𝜋̂ ) (from logistic regression) Length: 3,4,5,6,7 oddshat(from sample): 4.94,2.84,1.30,0.95,0.49 oddshat(from regression): 4.75,2.70,1.53,0.87,0.49

Putts$p.Odds = Putts$p.hat/(1-Putts$p.hat)  
Putts$pi.Odds = Putts$pi.hat/(1-Putts$pi.hat)  
  
head(Putts)

## Length p.hat pi.hat p.Odds pi.Odds  
## 1 3 0.8316832 0.8261256 4.9411765 4.751277  
## 2 4 0.7394958 0.7295364 2.8387097 2.697355  
## 3 5 0.5648148 0.6049492 1.2978723 1.531320  
## 4 6 0.4880000 0.4650541 0.9531250 0.869348  
## 5 7 0.3283582 0.3304493 0.4888889 0.493539

**Plot for Putts Data** Plot log⁡((𝑜𝑑𝑑𝑠̂) versus Length (3, 4, 5, 6, 7) Add a line with intercept and slope from the logistic model.

The below code does something

the line tells you how the probaility chanes as teh rate of other things change.

so we need to think fo teh odds ratio, a common way to compare two groiups is to look at a ratio of their odds

odds ratio (OR) = Odd.R = Odd1/Odd2

odds using data from 4 ft = 2.84 odds using data from 3 feet = 4.94

odds ratio ( 4 to 3) = 2.84/4.94 = 0.57

the odds of making a putt from 4 feet are 57% of the odds of making from 3 feet

*Interpreting Slope Using Odds Ratio*

log(Odds) = B0+B1X -> odds = e^(B0+B1\*X)

*CI for Slope and ODds Ratio* - Using teh SE for the slope, find a CI for B1 with:

B-hat1 +/- z-star \* SE

the above will get you theCI for teh odds ratio (E^B1) exponentiate the CI for B1

ex:

CI for slope = (0.5, 0.6) CI for OR = e^0.5, e^0.6 = (0.497, 0.648)

**Logit Form of Putting Model**

plot(log(p.Odds)~Length, data=Putts, xlim=c(2,8), ylim=c(-2,3))  
abline(B0, B1, col="red")
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**Odds Ratio** A common way to compare two groups is to look at the ratio of their odds “Odds Ratio”=” OR “=(”Odd” “s” \_1)/(“Odd” “s” \_2 )

**Putting Data** Odds using data from 4 feet = 2.84 Odds using data from 3 feet = 4.94 Odds ratio (4 ft to 3 ft) = 2.84/4.94=0.57 The odds of making a putt from 4 feet are 57% of the odds of making from 3 feet.

**Odds Ratios for Putts** From fitted logistic: Length: 3,4,5,6,7, pihat: 0.826,0.730,0.605,0.465,0.331 odds hat: 4.75,2.70,1.53,0.84,0.49

To Odds Ratio Length: 4-3 ft, 5-4 ft, 6-5 ft, 7-6 ft Odds Ratio: 0.57, 0.57, 0.57, 0.57

In a logistic model, the odds ratio when changing the predictor by one is constant.

**Odds Ratios for Putts** From samples at each distance: Length: 3,4,5,6,7 phat: 0.832, 0.739, 0.565, 0.488, 0.328 oddshat: 4.94, 2.84, 1.30, 0.95, 0.49

To Odds Ratio: Length: 4-3ft, 5-4 ft, 6-5ft, 7-6ft Odds Ratio: 0.57, 0.46, 0.73, 0.51

**Interpreting “Slope” using Odds Ratio** log⁡(𝑜𝑑𝑑𝑠)=𝛽\_0+𝛽\_1 𝑥goes to 𝑜𝑑𝑑𝑠=𝑒^(𝛽\_0+𝛽\_1 𝑥) What happens when we increase x by one? 𝑒^(𝛽\_0+𝛽\_1 (𝑥+1))=𝑒^(𝛽\_0+𝛽\_1 𝑥)∙𝑒^(𝛽\_1 ) When we increase x by one, the odds increase/decrease by a factor of 𝑒^(𝛽\_1 ) (odds ratio). For putts: The odds of making a putt decrease by a factor of 0.57 (𝑒^(−0.566)) for every extra foot of length.

**CI for Slope and Odds Ratio** Using the SE for the slope, find a CI for β1 with 𝛽̂\_1±𝑧^∗∙𝑆𝐸 <- this is just the formula for confidence intervals To get CI for the odds ratio (𝑒^(𝛽\_1 )) exponentiate the CI for β1

CI for slope: −0.566±1.96(0.06747) =(−0.698,−0.434)

CI for OR: 〖(𝑒〗(−0.698),𝑒(−0.438)) =(0.497, 0.648)

SE\_B1 = summary(modPutt)$coef[2,2]  
exp(B1 - SE\_B1\*qnorm(0.975))

## [1] 0.4973894

exp(B1 + SE\_B1\*qnorm(0.975))

## [1] 0.6479761

in practice we are not going to use teh confint.default function; because the default forces the thing to use z scores; and teh not by default uses some lo glikelihoods to get this thing

**Similar tests/measures for logistic regression?** Recall: “Ordinary” Regression lm(formula = Active ~ Rest)

Coefficients: Estimate Std. Error t value Pr(>|t|)  
(Intercept) 8.75340 5.60773 1.561 0.12  
Rest 1.18387 0.08214 14.413 <2e-16 \*\*Rest, above, tests for individual coefficients\*

*For the first three italics, there are for comparing the models* Residual standard error: *14.39* on 310 degrees of freedom Multiple R-squared: *0.4012*, Adjusted R-squared: *0.3993* F-statistic: *207.7* on 1 and 310 DF, p-value: *< 2.2e-16* <- test overall fit

**Test for Individual Coefficients** Ho: Bi = 0 Ha: Bi != 0

t.s. = Bhat/SEofBhat (R will give you all of these variables) Interpret as with individual t-tests in ordinary regression P-value = 2P( Z > |t.s.| )

Estimate Std. Error z value Pr(>|z|)

(Intercept) 3.25684 0.36893 8.828 <2e-16  ***Length -0.56614 0.06747 -8.391 <2e-16***

**Estimating Parameters in Ordinary Regression** Coefficients are chosen to minimize the sum of the squared errors in the observed sample. (Least Squares Estimation) 𝑆𝑆𝐸=〖Σ(𝑦−𝑦̂)〗^2 **WE WANT A SMALL SSE**

**Test for Overall Fit** Ho: B1 = 0 -> log(odds) = Bo Ha: B1 != 0 -> log(Odds) = Bo + B1X

How much “better” does the linear model do than one with a constant? Is it “significantly” better?

**Maximizing the Likelihood of the Sample** - Suppose that there are three decks of cards: 1. Standard 52 card deck 2. Euchre deck (9, 10, J, Q, K, A) 3. Deck with all red cards If two cards were drawn from a deck (without replacement), a Jack of Hearts, then a King of Hearts, from which deck do you think that there were chosen?

* Suppose that there are three decks of cards:

1. Standard 52 card deck; (1/52)(1/51)≈“0.000377”
2. Euchre deck (9, 10, J, Q, K, A); (1/24)(1/23)≈“0.001812”
3. Deck with all red cards; (1/26)(1/25)≈“0.001538”

**Estimating Parameters in Logistic Regression** Parameters are chosen to maximize the likelihood of the observed sample. (Maximum Likelihood Estimation) If the ith data point is YES (yi=1), calculate 𝜋̂\_𝑖 If the ith data point is NO (yi=0), calculate 1−𝜋̂\_𝑖

Likelihood:𝐿=∏〖𝜋̂\_𝑖〗^(𝑦\_𝑖 ) (1−𝜋̂\_𝑖 )^(1−𝑦\_𝑖 ) **WE WANT A HIGH LIKELIHOOD**

**Test for Overall Fit** Length: 3,4,5,6,7, Made: 84,88,61,61,44 Missed: 17,31,47,64,90 Ratio: 0.826, 0.730, 0.605, 0.465, 0.330

𝐿=∏〖𝜋̂\_𝑖〗^(𝑦\_𝑖 ) (1−𝜋̂\_𝑖 )^(1−𝑦\_𝑖 ) Ho: B1 = 0 -> log(odds) = Bo L = .576^338\*(1-.576)^249

Ha: B1 != 0 -> log(Odds) = Bo + B1X L = (0.826^84 \* 0.174^17) \* (0.730^88 \* 0.270^31) \* (0.605^61 \* 0.395^47) \* (0.465^61 \* 0.535^64) \* (0.330^44 \* 0.670^90)

exp(confint.default(modPutt))

## 2.5 % 97.5 %  
## (Intercept) 12.6006177 53.5133410  
## Length 0.4973894 0.6479761

exp(confint(modPutt))

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) 12.7974573 54.4505172  
## Length 0.4960611 0.6464444

just keep in mind the units for the CI

Similar tests/measures for logistic regression

recall: “Ordinary” regression

*Test for idividual coeff*

Ho: Bi = 0  
Ha: Bi -/= 0

t.s = B-hati/SE(B-hati)

R WIll give you all of these numbers

interpret as with individual t tests in ordinary regression

p-value = 2P(Z>abs(t.s))

*Estimating Parameters in ORd Regression*

Coeff are chosen to min the sum of the squared errors in teh observed sample (LEast Squares Estimation

SEE = sum(y-y-hat)^2

We want a small SSE

*Test for Overall Fit* H0: B1 = 0 Ha: B1 =/= 0 log(odds) = B0 log(odds) = B0 + B1X; these are competing models

how much better does the lienar mdoel do than one with a constatst? IS sit sig better?

*Estimating Parameters in Logistic Regression* Parameters are chosen to max the likelihood of the observed sample (MAx likelihood estimation)

If teh ith data poin is YES (yi = 1), calc pi-hati

If teh ith data point is No (yi = 0), calc 1-pi-hati

We want L to be big

THis is where the table(Putts1$MAde) starts

summary(modPutt)

##   
## Call:  
## glm(formula = Made ~ Length, family = binomial, data = Putts1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8705 -1.1186 0.6181 1.0026 1.4882   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.25684 0.36893 8.828 <2e-16 \*\*\*  
## Length -0.56614 0.06747 -8.391 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.21 on 586 degrees of freedom  
## Residual deviance: 719.89 on 585 degrees of freedom  
## AIC: 723.89  
##   
## Number of Fisher Scoring iterations: 4

**−2 ln⁡(𝐿) for Constant (H0) Model** For a constant model:  
𝐿\_0=𝜋̂^(#𝑦𝑒𝑠) 〖(1−𝜋̂)〗^(𝑛−#𝑦𝑒𝑠) log⁡(𝐿\_0 )=#𝑦𝑒𝑠∙log⁡𝜋̂ )+#𝑛𝑜∙log-pihat

Combining all putts: 338 made out of 587 𝜋hat =338/587=0.5758 𝐿\_0=〖0.5758〗^338 〖0.4242〗^249

log⁡(𝐿\_0 )=338 log⁡(0.576)+249 log⁡(0.424)=−400.1 〖−2log〗⁡(𝐿\_0 )=800.2

**Putts1: Made~Length** lmodPutt=glm(Made~Length,family=binomial,data=Putts1) summary(lmodPutt)

**Example: Golf Putts** 𝐿=∏〖𝜋̂\_𝑖〗^(𝑦\_𝑖 ) (1−𝜋̂\_𝑖 )^(1−𝑦\_𝑖 ) 𝐿=〖0.826〗^84 〖0.174〗^17 〖0.730〗^88 〖0.270〗31⋯〖0.330〗44 〖0.670〗^90 log⁡(𝐿)=84 log⁡(0.826)+17 log⁡(0.174)+⋯ +44 log⁡(0.330)+90 log⁡(0.670)=−359.9 Coefficients are chosen to get 𝑙𝑜𝑔(𝐿) as big as possible 〖−2log〗⁡(𝐿)=718. 8 <- Minimize residual deviance

* How much “improvement” with the predictor?
* Compare the null deviance with the residual deviance; subtract the two to get your Gstatistic

lmodPutt=glm(Made~Length,data=Putts1,family=binomial,data=Putts1) summary(lmodPutt)

Coefficients: Estimate Std. Error z value Pr(>|z|) (Intercept) 3.25684 0.36893 8.828 <2e-16 Length -0.56614 0.06747 -8.391 <2e-16

Null deviance: 800.21 on 586 degrees of freedom

Residual deviance: 719.89 on 585 degrees of freedom

−2 l𝑜𝑔⁡(𝐿\_0 )−(−2 log⁡(𝐿) )=800.2−719.99=80.3 This difference is called the G statistic.

**Evaluating Overall Fit** Test for overall fit (Similar to regression ANOVA) t.s. = G = improvement in –2log(L) over a model with just a constant term Compare to y2 with k d.f. (chi-square) - k = number of predictiors

The null sys tat it doens’t matter how far we are from teh hole, while teh laternative says that it does matter

Bo = 0 Bo =/= 0

table(Putts1$Made)

##   
## 0 1   
## 249 338

338/(338+249)

## [1] 0.5758092

L.null = (.576)^338\*(1-.576)^249  
L.null

## [1] 1.725431e-174

-2\*log(L.null)

## [1] 800.2087

if the distance matters, then teh difference lengts =will ahev different values

we first calc how you got the sample from 3 ft putts

based on data, we made 0.73 putts at 3ft, then the probabiltiy of making it

the log(L) below is a little bigger than thte above L.null, which means taht we like the second L better

L = 0.826^84\*0.174^17\*0.730^88\*0.270^31\*.605^61\*.395^47\*.465^61\*.535^64\*0.330^44\*0.670^90  
L

## [1] 4.765502e-157

-2\*log(L)

## [1] 719.8889

do things with chi-squared; it lieks chi squared, so we like log?

we cna look at this like a chi squared

how likeily is it to get this on a chi squared distribution

summary(modPutt)

##   
## Call:  
## glm(formula = Made ~ Length, family = binomial, data = Putts1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8705 -1.1186 0.6181 1.0026 1.4882   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.25684 0.36893 8.828 <2e-16 \*\*\*  
## Length -0.56614 0.06747 -8.391 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.21 on 586 degrees of freedom  
## Residual deviance: 719.89 on 585 degrees of freedom  
## AIC: 723.89  
##   
## Number of Fisher Scoring iterations: 4

1-pchisq(80.3,1)

## [1] 0

summary(modPutt)

##   
## Call:  
## glm(formula = Made ~ Length, family = binomial, data = Putts1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8705 -1.1186 0.6181 1.0026 1.4882   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.25684 0.36893 8.828 <2e-16 \*\*\*  
## Length -0.56614 0.06747 -8.391 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.21 on 586 degrees of freedom  
## Residual deviance: 719.89 on 585 degrees of freedom  
## AIC: 723.89  
##   
## Number of Fisher Scoring iterations: 4

G = summary(modPutt)$null.deviance - summary(modPutt)$deviance  
  
1 - pchisq(G,1)

## [1] 0

the below gives you how likly we would see this by chacne; we if small p value; then we can reject Ho

**Evaluating Overall Fit** Ho: Bi = 0 Ha: Bi != 0

log⁡(𝜋/(1−𝜋))=𝛽\_𝑜+𝛽\_1 𝑋

anova(modPutt, test="Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: Made  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 586 800.21   
## Length 1 80.317 585 719.89 < 2.2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

## Class 28 R Logistic Regression Assessing the model

library(Stat2Data)  
library(readr)  
  
GoldenBalls <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/GoldenBalls.csv")  
  
logit = function(B0, B1, x)  
 {  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
 }

**Checking Linearity** Three methods depending on the type of dataset: - Datasets with a binary predictor – nothing to check! - Datasets with a quantitative predictor with many response values for each predictor - Datasets with a quantitative predictor with many values for the predictor but few response values for each predictor value.

*Example Golf Putts* We looked at the log odds formula there wre no big deviations

what about the Datsets with binary predicotrs? We are going to look at golden balls; split or steal the money how likeyly are they to split or steal based on teh age of teh contestant?

head(GoldenBalls)

## # A tibble: 6 x 2  
## Over40 Split  
## <dbl> <dbl>  
## 1 1 1  
## 2 1 1  
## 3 1 1  
## 4 1 1  
## 5 1 1  
## 6 1 1

table(GoldenBalls$Split, GoldenBalls$Over40)

##   
## 0 1  
## 0 195 76  
## 1 187 116

Claim: There is a difference in the proportion of people who would split or steal based on their age.

He table above shows the table for if the preson is over40 and has split or not; so row, column; where row = if they split and coloumn = age over or below 40. over forty = 1; under = 0

we see that there is a low p value below that says that we have evidence to say there is a realtionship between age and their saying yes or no to steal

then we pull out teh coeffs. we plot the raw data with some jitter, but we dont think tis super needed right now.

if we want to make a logit plot,then we want to find out where the table is, why do we table 2 and coloumn; p-hat will give you the samplel porp[tion, he is just pulling from the table

then goldenball odds is just loged

**Golden Balls: Logistic Regression**

GBmod = glm(Split~Over40, data=GoldenBalls, family=binomial)  
# Make logistic model  
summary(GBmod)

##   
## Call:  
## glm(formula = Split ~ Over40, family = binomial, data = GoldenBalls)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.361 -1.160 1.004 1.195 1.195   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.04189 0.10235 -0.409 0.68233   
## Over40 0.46475 0.17960 2.588 0.00966 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 793.95 on 573 degrees of freedom  
## Residual deviance: 787.17 on 572 degrees of freedom  
## AIC: 791.17  
##   
## Number of Fisher Scoring iterations: 4

# See summary of logistic mdoel   
  
B0 = summary(GBmod)$coef[1] # Pull out intercept  
B1 = summary(GBmod)$coef[2] # Pull out slope  
  
#Plot the GBMod data  
plot(jitter(Split,amount=0.1)~Over40,data=GoldenBalls, xlim=c(-.2, 1.2), ylim=c(-.2, 1.2) )  
# Plot the GBMod  
curve(logit(B0, B1, x),add=TRUE, col="red")

![](data:image/png;base64,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)

GoldenBalls\_table=table(GoldenBalls$Split, GoldenBalls$Over40)  
GoldenBalls\_p\_hat=as.vector(GoldenBalls\_table[2,]/colSums(GoldenBalls\_table))  
GoldenBalls\_logodds\_p\_hat = log(GoldenBalls\_p\_hat/(1-GoldenBalls\_p\_hat))  
  
plot(GoldenBalls\_logodds\_p\_hat~c(0,1))  
abline(B0, B1, col="red")
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**Quantitative predictor: Few response values for each predictor** - This process breaks down if there are not many values of the response, but the previous process can be mimicked by manipulating the data first.

* We can manipulate the data by:

1. Slicing the x-axis into intervals.
2. Compute the average x-value and empirical logit foreach slice
3. Plot the values as before

Medical School Acceptance Dataset: Is GPA a useful predictor for acceptance to medical school?

data("MedGPA")  
head(MedGPA)

## Accept Acceptance Sex BCPM GPA VR PS WS BS MCAT Apps  
## 1 D 0 F 3.59 3.62 11 9 9 9 38 5  
## 2 A 1 M 3.75 3.84 12 13 8 12 45 3  
## 3 A 1 F 3.24 3.23 9 10 5 9 33 19  
## 4 A 1 F 3.74 3.69 12 11 7 10 40 5  
## 5 A 1 F 3.53 3.38 9 11 4 11 35 11  
## 6 A 1 M 3.59 3.72 10 9 7 10 36 5

WE’re hoping that therea re different cases for the low, medium and high; if they didn’t follow the logit curve, ten they would be weird and you cant use logit

below we are predicting the mdoel with acceptabnce and gpa

MedGPA.glm = glm(Acceptance~GPA, data=MedGPA, family = binomial)  
  
B0 = summary(MedGPA.glm)$coef[1]  
B1 = summary(MedGPA.glm)$coef[2]  
  
plot(jitter(Acceptance,amount=0.1)~GPA,data=MedGPA)  
curve(logit(B0, B1, x),add=TRUE, col="red")
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below we are shorting based on how good their gpa is, this is just ordering it by gpa; so its going to look at the levels **Create a new dataframe with the predictor sorted smallest to largest**

sorted.MedGPA = MedGPA[order(MedGPA$GPA),]  
GPA = sorted.MedGPA$GPA  
Acceptance = sorted.MedGPA$Acceptance  
  
#we want to pull out GPA so we can just work with that; so we do gpa = sorted.medgpa$gpa   
#then we also want to know if thery got acepted, so see teh Acceptance object in R   
  
# Select a number of “slices” or groups for the data and find the mean value of the predictor for each slice  
# WE slect slices so we can look at the mean of the groups   
# We want to see if our model follows the means of the groups well   
  
groups = 5  
group.size = 11  
  
GPA.means = 0  
Acceptance.sums = 0  
  
for(i in 1:groups){  
 GPA.means[i] = mean(  
 GPA[((group.size\*i)-(group.size-1)):(group.size\*i)])  
 }  
  
GPA.means

## [1] 3.130909 3.410000 3.585455 3.734545 3.905455

above does a loop where it takes teh mean of teh first 11 elements, tehn it’s teh second 11 elements; so its not easy to read this, there is a nicer way to do this:

library(TTR)  
runMean(GPA, 11)

## [1] NA NA NA NA NA NA NA NA  
## [9] NA NA 3.130909 3.189091 3.240909 3.270909 3.297273 3.319091  
## [17] 3.334545 3.349091 3.366364 3.380000 3.396364 3.410000 3.426364 3.441818  
## [25] 3.457273 3.473636 3.490000 3.506364 3.525455 3.541818 3.558182 3.570909  
## [33] 3.585455 3.597273 3.610000 3.623636 3.636364 3.650000 3.661818 3.671818  
## [41] 3.685455 3.699091 3.717273 3.734545 3.751818 3.769091 3.786364 3.803636  
## [49] 3.820000 3.836364 3.851818 3.864545 3.880000 3.893636 3.905455

the above will do the same thing as teh loop, but it’s from the TTR package this gives us all of the 11, we jsut want the 11th, 22th, 33rd, and 44th values; how do we get that? look below

runMean(GPA, 11)[seq(11,length(GPA),11)]

## [1] 3.130909 3.410000 3.585455 3.734545 3.905455

THe above gives you what we want

Accepted sums **Find the number of acceptances for each slice**

for(i in 1:groups){  
 Acceptance.sums[i] =sum(   
 Acceptance[((group.size\*i)-(group.size-1)):(group.size\*i)])  
 }  
  
Acceptance.sums

## [1] 2 4 6 7 11

# “Fudge” the proportions slightly and find the log of the predicted odds  
# Why “fudge”?  
# Proportions of 0 and 1 cause issues.  
  
Acceptance.prop.adj = (Acceptance.sums +0.5)/(group.size+1)  
  
logodd.Acceptance.adj = log(Acceptance.prop.adj/(1-Acceptance.prop.adj))  
  
# Plot the logodds of the adjusted proportions by the means of the predictor variables and a linear model  
# ASk self if the data ppears linear and if the group numbers matter (YES! THEY DO)  
plot(logodd.Acceptance.adj~GPA.means)  
abline(B0,B1)
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acceptance.sums = runSum(Acceptance, 11)  
acceptance.sums

## [1] NA NA NA NA NA NA NA NA NA NA 2 2 2 2 3 2 2 2 2 2 3 4 5 6 6  
## [26] 6 6 6 6 6 7 7 6 5 4 5 4 5 5 6 7 6 6 7 8 9 9 10 10 10  
## [51] 10 10 11 11 11

THis is saysing tha ttherea re not enought o give me an 11 people sum; the above gives you a running cumumlaitve sum for 11, then 12, then 13 then etc

so to get what we want do below:

acceptance.sums = runSum(Acceptance, 11)[seq(11,length(GPA), 11)]  
acceptance.sums

## [1] 2 4 6 7 11

we need to fudge so we tell R to nto give us exactly 0 and not eactly 1 we get log of 0 andlog of 1 aer issues;

we are just goint o add 0.5 to the sums and divivde by the group size sot aht we never get exactly 1 or a little less than that.

look at teh group size and numbers way above.

WE’re a bit lost because he deviated adn I’m not paying as much attention as I could

acceptance.propo.ad = (Acceptance.sums + 0.5)/(group.size + 1)  
acceptance.propo.ad

## [1] 0.2083333 0.3750000 0.5416667 0.6250000 0.9583333

logodd.accept.ad = log(acceptance.propo.ad/(1-acceptance.propo.ad))  
logodd.accept.ad

## [1] -1.3350011 -0.5108256 0.1670541 0.5108256 3.1354942

below, we want to make sure we load stat2data

we give it teh raw data, so that it does the thing taht we want itt to; we want to group it by 5, but i dont know why

we choose 5 because that’s how we split teh data earlier in the code;

this will give you the same plot, but we the othere xtra work in teh past; its a fsater way to do the thing

there may be issues with this on teh data; if you try and slice the data ti migth overlap and cause errors; certain groupsing might work differently for different data; it defpending on teh datatset

you just haev to ttiral and error it **Check linear conditions**

emplogitplot1(Acceptance~GPA, data=MedGPA, ngroups=5)
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these arent residuals, but we think about them that way; if tehre are different patterns, we could try transformations; the logit plot works teh same as teh full things we did in the other classes **This checks different grouping types**

for(j in 5:11){emplogitplot1(Acceptance~GPA, data=MedGPA, ngroups=j, main=j)}
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below shows you a shortcut on how to do the long thing int eh short; with teh logitplot function

ngroups = all shows that all possible predictor wvalue and will make teh own group

that doesnt work for medgpa data beause the grouping are different; there are vary few outcomes for each logodd for med gpa and it doesnt tell us much aout ht eoutcomes

the goldenballgraph is less exciting because it’s a graph with a thing between two lines

data("Putts1")  
emplogitplot1(Made~Length, data=Putts1, ngroups="all")
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emplogitplot1(Split~Over40, data=GoldenBalls, ngroups="all")
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## STOR 455 Class 29 R Multiple Logistic Regression

library(Stat2Data)  
library(leaps)  
  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/ShowSubsets.R")  
  
logit = function(B0, B1, x)  
{  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
}

**Categorical Predictors with Multiple Categories in Logistic Regression** Example: Predicting survival in an intensive care unit (ICU) Response: Survive = 0 for dead and 1 for lived Predictor: AgeGroup = 1 for YOung, 2 for middle, 3 for old

data("ICU")  
head(ICU)

## ID Survive Age AgeGroup Sex Infection SysBP Pulse Emergency  
## 1 4 0 87 3 1 1 80 96 1  
## 2 8 1 27 1 1 1 142 88 1  
## 3 12 1 59 2 0 0 112 80 1  
## 4 14 1 77 3 0 0 100 70 0  
## 5 27 0 76 3 1 1 128 90 1  
## 6 28 1 54 2 0 1 142 103 1

**Categorical Predictors with Multiple Categories in Logistic Regression** - Two approaches: 1. **Method #1:** Logistic regression for Survive with AgeGroup as a quantitative predictor. 2. **Method #2:** Use dummy (indicator) variables for the age categories as predictors in a logistic regression model for Survive.

**Method #1: AgeGroup as Quantitative Pred**

ICUmod = glm(Survive~AgeGroup, data=ICU, family=binomial)  
  
summary(ICUmod)

##   
## Call:  
## glm(formula = Survive ~ AgeGroup, family = binomial, data = ICU)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1120 0.4769 0.6414 0.6414 0.8484   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.7566 0.5732 4.809 1.52e-06 \*\*\*  
## AgeGroup -0.6399 0.2414 -2.651 0.00802 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 200.16 on 199 degrees of freedom  
## Residual deviance: 192.66 on 198 degrees of freedom  
## AIC: 196.66  
##   
## Number of Fisher Scoring iterations: 4

B0 = summary(ICUmod)$coef[1]  
B1 = summary(ICUmod)$coef[2]  
  
plot(jitter(Survive,amount=0.1)~AgeGroup,data=ICU)  
curve(logit(B0, B1, x),add=TRUE, col="red")
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if it’s non zero, tehn there is a change in teh log odds based on surviving based on teh age group when we plot this we can look at it and see the coeffs.

**Method #1: AgeGroup as Quantitative Pred**

pi = logit(B0, B1, ICU$AgeGroup)  
head(pi)

## [1] 0.6977833 0.8925107 0.8140745 0.6977833 0.6977833 0.8140745

odds = pi/(1-pi)  
head(odds)

## [1] 2.308884 8.303252 4.378498 2.308884 2.308884 4.378498

plot(log(odds)~ICU$AgeGroup)  
abline(B0,B1)
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ploting the logodds with teh mdel on top of it

plotting teh log odds against teh other things here.

the predicts are right on this line; as we goes from young to middle to old we follow this ration

we miht not have this be true we might be forcing a relationship

its like when we were looking at active vs resting heartrate

its assuming a consistent rate of chaneg between age groups

if we lok at how the data actuallyuly looks with teh table; we can see that the actual counts are

we want to see the proportions are they different from teh predicted values and how much?

so we are going to make a table that are the proportions

so 54/59; etc etc. the prop.table will make this prop table for us

we want to lok at teh column proportion for those who surived adn that’s why we have a 2 in the code below

**Two-way Table: Survive by AgeGroup**

# Two way table of Counts  
ICU.table = table(ICU$Survive, ICU$AgeGroup)  
ICU.table

##   
## 1 2 3  
## 0 5 17 18  
## 1 54 60 46

# Two way table of Column Proportions  
ICU.prop.table = prop.table(ICU.table,2)  
ICU.prop.table

##   
## 1 2 3  
## 0 0.08474576 0.22077922 0.28125000  
## 1 0.91525424 0.77922078 0.71875000

# Two way table of Column logodds  
logodds.ICU.table = log(ICU.prop.table/(1-ICU.prop.table))  
logodds.ICU.table

##   
## 1 2 3  
## 0 -2.3795461 -1.2611312 -0.9382696  
## 1 2.3795461 1.2611312 0.9382696

above we can see in teh actual data ,the ic propo will tell us teh proportions; we have

if we plot all these together then we get a log odds table; that lets us plot it all together logodds proportion/ 1-proprotion

we want to be able to plot this, but it wont work well in a table format, so we need to make thi a dataframe.

we want teh columsn transposed; t = transponse **Two-way Table: Survive by AgeGroup**

logodds.ICU.df = t(as.data.frame.matrix(logodds.ICU.table))  
head(logodds.ICU.df)

## 0 1  
## 1 -2.3795461 2.3795461  
## 2 -1.2611312 1.2611312  
## 3 -0.9382696 0.9382696

plot(log(odds)~ICU$AgeGroup, ylim=c(.5, 2.5))  
abline(B0,B1)  
points(logodds.ICU.df[,2], col="dark red",pch="\*")
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the above pulls out all the log odds rows and makes them red so they stand out this is so that you can do somethign else

what if we wanted two age groups; we could make 1 age group for young, and one for old; and if its’ not either then it has to be middle; but we have used this to be 1 = young and the other is middle, then old would be both = 0 **Method #2: Survive ~ Middle + Old**

ICUmod.2 = glm(Survive~factor(AgeGroup), data=ICU, family=binomial)  
summary(ICUmod.2)

##   
## Call:  
## glm(formula = Survive ~ factor(AgeGroup), family = binomial,   
## data = ICU)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2218 0.4208 0.7063 0.7063 0.8127   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.3795 0.4675 5.090 3.57e-07 \*\*\*  
## factor(AgeGroup)2 -1.1184 0.5422 -2.063 0.03915 \*   
## factor(AgeGroup)3 -1.4413 0.5439 -2.650 0.00805 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 200.16 on 199 degrees of freedom  
## Residual deviance: 191.59 on 197 degrees of freedom  
## AIC: 197.59  
##   
## Number of Fisher Scoring iterations: 5

**Dummy Indicators for Multiple Categories** For a categorical predictor with k levels, we should use k − 1 dummy indicators. X = 1 if group 1, 0 if otherwise Xi-1 = 1 if in group k-1, 0 if otherwise

What happens to Group #k? That is teh reference group

Constant term is an estimate for Group #k and other coefficients are the differences from it.

* The coef for age 2 and 3 are the log odds for each in relation to the survive
* we dont want to lok at certain age groups we want ot know if age group as a whole is a good predicotr the ines dont give us that

**Binary Logistic Regression Model** Y = Binary response X1,X2,…,Xk = Multiple predictors π = proportion of 1’s at any x1, x2, …, xk Equivalent forms of the logistic regression model: Logit form: log⁡(𝜋/(1−𝜋))=𝛽\_0+𝛽\_1 𝑥\_1+𝛽\_2 𝑥\_2+⋯+𝛽\_𝑘 𝑥\_𝑘

Probability form: 𝜋=𝑒^(𝛽\_𝑜+𝛽\_1 𝑥\_1+𝛽\_2 𝑥\_2+⋯+𝛽\_𝑘 𝑥\_𝑘 )/(1+𝑒^(𝛽\_𝑜+𝛽\_1 𝑥\_1+𝛽\_2 𝑥\_2+⋯+𝛽\_𝑘 𝑥\_𝑘 ) )

y = binary response; X1, X2, Xk = mult predictor

pi = propotion of 1 at any xi

this is equal to the log reg mod

log form = log(pi/1-pi) = B0\_B1X1+B2X2 +…BkXk

prob form = pi = (e(B0+B1X1+…+BkXk)/1-e(same as num))

we can also use anova below to do the hypothesisi test; there aren’t teh samekind of residuals

the chisq thing will tell it;

recall nested f-test basic idea: Is teh improvement (reduction in SEE) Sig for teh number of extra preditores?

compare full model to reduced model = use t.s. = F - ratio (interpret similar to ANOVA)

**Interpreting Individual Tests** Similar issues to ordinary regression: - Is the predictor helpful, given the other predictors are already in the model? - Beware of problems due to multicollinearity. - Try to keep the model simple.

**G-Test for Overall Fit** H0:β1=β2=…=βk=0 vs. Ha: Some βi ≠ 0 t.s. = G = improvement in –2log(L) over a model with just a constant term Compare to 2 with k d.f.

Null deviance: 200.16 on 199 degrees of freedom

Residual deviance: 191.59 on 197 degrees of freedom 𝐺=200.16−191.59=8.57

1-pchisq(8.57,2) [1] 0.01377362 <- Reject H0

**Method #2: Survive ~ Middle + Old** Coefficients: Estimate Std. Error z value Pr(>|z|)  
(Intercept) **2.3795** 0.4675 5.090 3.57e-07 \*\*\* <- Log(oods) young factor(AgeGroup)2 **-1.1184** 0.5422 -2.063 0.03915 \*  
factor(AgeGroup)3 **-1.4413** 0.5439 -2.650 0.00805 \*\*

The factor age group bolded = the change in log(odds) for middle and old compared to young

anova(ICUmod.2, test="Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: Survive  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 199 200.16   
## factor(AgeGroup) 2 8.5721 197 191.59 0.01376 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

**Recall: Nested F-test** Purpose: Test a subset of predictors Ex: 𝑌=𝛽1𝑋1+𝛽2𝑋2+𝛽3𝑋3+𝛽4𝑋4+𝛽5𝑋5 + 𝜀  
𝐻0:𝛽3=𝛽4=𝛽5=0 vs. 𝐻𝑎: 𝑆𝑜𝑚𝑒 𝛽𝑖 ≠ 0 for i>2

Basic idea: Is the improvement (reduction in SSE) “significant” for the number of extra predictors? i.e. Compare “full” model to “reduced” model

t.s.= F-ratio (interpret similar to ANOVA)

**Nested LRT for Logistic Regression(Likelihood Ratio Test)** Purpose: Test a subset of predictors Ex: log⁡(𝑜𝑑𝑑𝑠)=𝛽1𝑋1+𝛽2𝑋2+𝛽3𝑋3+𝛽4𝑋4+𝛽5𝑋5  
𝐻0:𝛽3=𝛽4=𝛽5=0 vs. 𝐻𝑎: 𝑆𝑜𝑚𝑒 𝛽𝑖 ≠ 0 for i>2

Basic idea: Is the improvement, change in –2log⁡(𝐿), “significant” for the number of extra predictors? i.e. Compare “reduced” model to “full” model

𝜒^2=–2log⁡(𝐿𝑅𝑒𝑑𝑢𝑐𝑒𝑑) – (–2log⁡(𝐿𝐹𝑢𝑙𝑙))

Chi-square d.f.=#extra predictors tested

**Comparing Full to Reduced Models** ICUMod 3 = full and ICUMod2 = reduced

𝐻0:𝛽3=0 vs. 𝐻𝑎: 𝛽3 ≠ 0

ICUmod.3 = glm(Survive~factor(AgeGroup)+Emergency, data=ICU, family=binomial)  
summary(ICUmod.3)

##   
## Call:  
## glm(formula = Survive ~ factor(AgeGroup) + Emergency, family = binomial,   
## data = ICU)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4388 0.2632 0.4469 0.8536 1.0137   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 4.7771 0.8801 5.428 5.7e-08 \*\*\*  
## factor(AgeGroup)2 -1.4317 0.5527 -2.590 0.009585 \*\*   
## factor(AgeGroup)3 -1.8557 0.5606 -3.310 0.000931 \*\*\*  
## Emergency -2.5234 0.7538 -3.347 0.000816 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 200.16 on 199 degrees of freedom  
## Residual deviance: 171.16 on 196 degrees of freedom  
## AIC: 179.16  
##   
## Number of Fisher Scoring iterations: 6

use anova for a drop in dev test;

this tells us

ICU mod 2 = reduced and 3 = full with emergency

we are going to see that just the two models you get the two residuals deviationces, it tells you df difference; its teh 1 bc its jstthe emerg var; the

doesnt give a p value ebcause we didnt give it a test

if we tell it the test is chisq, then we will get teh pvaleu

there are small values and they are different; tehre are different assumptions being made; it prob wont change the decision, but ti could be difference value thatn teh summaru **Drop in Deviance Test**

1 - pchisq(summary(ICUmod.2)$deviance - summary(ICUmod.3)$deviance, 1)

## [1] 6.187652e-06

#Reject H0 (p-value= 6.187652e-06). The Emergency term significantly improves the model.  
# This is also often called a “Drop-in-Deviance” test.

anova(ICUmod.2, ICUmod.3, test="Chisq")

## Analysis of Deviance Table  
##   
## Model 1: Survive ~ factor(AgeGroup)  
## Model 2: Survive ~ factor(AgeGroup) + Emergency  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)   
## 1 197 191.59   
## 2 196 171.16 1 20.429 6.188e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

**Example: Predicting Medical School Acceptance** Data: MedGPA  
Accept Status: A=accepted to medical school or D=denied admission Acceptance Indicator for Accept: 1=accepted or 0=denied Sex F=female or M=male BCPM Bio/Chem/Physics/Math grade point average GPA College grade point average VR Verbal reasoning (subscore) PS Physical sciences (subscore) WS Writing sample (subcore) BS Biological sciences (subscore) MCAT Score on the MCAT exam (sum of CR+PS+WS+BS) Apps Number of medical schools applied to

Goal: Find the “best” model for Acceptance using some or all of these predictors.

NOw, what if instead i did the anova of mod3; with a test = chisq; that is going to give su s a table tha tdeos teh test but compares with teh factor with teh null and tehn comp emergenc withw factor age grouo it everytime i add a thing then it des a nested test

useful only if you want to test things in order

if we want to test different order tehnw e have to do something difference. ’

data(MedGPA)  
head(MedGPA)

## Accept Acceptance Sex BCPM GPA VR PS WS BS MCAT Apps  
## 1 D 0 F 3.59 3.62 11 9 9 9 38 5  
## 2 A 1 M 3.75 3.84 12 13 8 12 45 3  
## 3 A 1 F 3.24 3.23 9 10 5 9 33 19  
## 4 A 1 F 3.74 3.69 12 11 7 10 40 5  
## 5 A 1 F 3.53 3.38 9 11 4 11 35 11  
## 6 A 1 M 3.59 3.72 10 9 7 10 36 5

**Criteria to Compare Models for Ordinary Multiple Regression** - Look for large R2 – But R2 is always best for the model with all predictors - Look for large adjusted R2 – Helps factor in the number of predictors in the model - Look at individual t-tests – Might be susceptible to multicollinearity problems

*-How to Choose Models to Compare for Ordinary Multiple Regression?* Method #1: All Subsets! Consider all possible combinations of predictors. How many are there? Pool of k predictors -> 2𝑘−1 subsets

Advantage: Find the best model for your criteria Disadvantage: LOTS of computation

* Note: requires leaps package

all = regsubsets(Acceptance~., data=MedGPA[,2:11])

## Warning in leaps.setup(x, y, wt = wt, nbest = nbest, nvmax = nvmax, force.in =  
## force.in, : 1 linear dependencies found

## Reordering variables and trying again:

ShowSubsets(all)

## SexM BCPM GPA VR PS WS BS MCAT Apps Rsq adjRsq Cp  
## 1 ( 1 ) \* 30.57 29.24 11.08  
## 2 ( 1 ) \* \* 39.37 36.99 5.34  
## 3 ( 1 ) \* \* \* 43.75 40.37 3.49  
## 4 ( 1 ) \* \* \* \* 46.40 42.02 3.16  
## 5 ( 1 ) \* \* \* \* \* 48.87 43.55 2.98  
## 6 ( 1 ) \* \* \* \* \* \* 49.59 43.16 4.35  
## 7 ( 1 ) \* \* \* \* \* \* \* 49.99 42.38 6.00  
## 8 ( 1 ) \* \* \* \* \* \* \* \* 49.99 41.10 8.00

# This “works” in the sense that it runs, but creates a linear not a logistic model…

Will learn later how to automate the chosing the best model for other types of models

## STOR 455 Class 30 Multiple Logistic Regression (Again)

library(readr)  
library(bestglm)  
library(Stat2Data)  
  
insurance <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/insurance.csv")

* Looking at something like mallowCp and see which one is most likely based on teh precitors and a few other things -

1. Only the resposne and possible predictors variables should be withing the datagrame
2. te response variable must be the last column in teh dataframe.

We need to tell R. We need to think what we don’t want in the model ; if we have accept anad acceptance in teh model,then we are going to get some errors abecause they are the same things; there are issues because the logistical model wouldn’t work as well because it would be a straight vertial line.

WE could chosoe teh specific columns we want or choose teh ones we dont’ want with negative index ;

**Example: Predicting Medical School Acceptance** Data: MedGPA  
Accept Status: A=accepted to medical school or D=denied admission Acceptance Indicator for Accept: 1=accepted or 0=denied Sex F=female or M=male BCPM Bio/Chem/Physics/Math grade point average GPA College grade point average VR Verbal reasoning (subscore) PS Physical sciences (subscore) WS Writing sample (subcore) BS Biological sciences (subscore) MCAT Score on the MCAT exam (sum of CR+PS+WS+BS) Apps Number of medical schools applied to

Find the “best” model for Acceptance using some or all of these predictors.

data(MedGPA)  
head(MedGPA)

## Accept Acceptance Sex BCPM GPA VR PS WS BS MCAT Apps  
## 1 D 0 F 3.59 3.62 11 9 9 9 38 5  
## 2 A 1 M 3.75 3.84 12 13 8 12 45 3  
## 3 A 1 F 3.24 3.23 9 10 5 9 33 19  
## 4 A 1 F 3.74 3.69 12 11 7 10 40 5  
## 5 A 1 F 3.53 3.38 9 11 4 11 35 11  
## 6 A 1 M 3.59 3.72 10 9 7 10 36 5

below shows how to set accetance to null, that deltes teh accept vars.

best glm wants the response in the specific part of the dataframe, wants it in teh last section ; if your thing is named soemthign sepciifc, it sometimes acts differently, but mostly this is different.

THe second part of the code below reorders teh columns with teh response value last so that the glm is better. THere are other ways that you can do this, but this is for consistency.

**bestglm for Model Selection** Requirements to use bestglm() 1. Only the response and possible predictor variables should be within the dataframe

MedGPA.1 = within(MedGPA, {Accept = NULL}) #delete Accept variable  
head(MedGPA.1)

## Acceptance Sex BCPM GPA VR PS WS BS MCAT Apps  
## 1 0 F 3.59 3.62 11 9 9 9 38 5  
## 2 1 M 3.75 3.84 12 13 8 12 45 3  
## 3 1 F 3.24 3.23 9 10 5 9 33 19  
## 4 1 F 3.74 3.69 12 11 7 10 40 5  
## 5 1 F 3.53 3.38 9 11 4 11 35 11  
## 6 1 M 3.59 3.72 10 9 7 10 36 5

Above we could have just overwritten the thing; but this is easy to make the running the cell a lot of times and then it will be fine.

using the best glm fucntion; just like when makign teh lienar model, we need to tell it which family of functions to draw from; it’s going to look at a LSRL if we dno’t tell it otherwise

family = binomial tells you to make it logistics.

1. The response variable must be the last column in the dataframe.

MedGPA.2 = MedGPA.1[,c(2:10,1)] #reorder columns with response last  
#bestglm for Model Selection  
head(MedGPA.2)

## Sex BCPM GPA VR PS WS BS MCAT Apps Acceptance  
## 1 F 3.59 3.62 11 9 9 9 38 5 0  
## 2 M 3.75 3.84 12 13 8 12 45 3 1  
## 3 F 3.24 3.23 9 10 5 9 33 19 1  
## 4 F 3.74 3.69 12 11 7 10 40 5 1  
## 5 F 3.53 3.38 9 11 4 11 35 11 1  
## 6 M 3.59 3.72 10 9 7 10 36 5 1

Tell em about teh BIC and BICQ DO the same thing, but same it as an object

The best nmodels will tell you how many best models there arel

the top rowis the best model that you would like

the next four best models are the other best models

BIC = the baysian information criteria ; we are going to use it like mallowCp

calculated like: klog(n) - 2log(L(alpha)); n = sample size k = number of predictors alpha = set of all paramets L(alpha) = probability of obtraining the data which you have, supposing the modelbeing tested was given

*SMaller values indicate preferred models*

tells you we got teh data ttha we give given the model

there si going to be a best, but there migh tnot be a stat difference between teh things;

it’s saying on ce we take teh neg 2log, that its nmmore likely that it gen teh data thta we got the value is based on teh samp size and num predictors it could still bea g odoo number if we have different predictors

most are within 0-2 BIC, so there are not much difference between them .

there sin’t much difference between teh models its easier to get teh data, but it’s not very stats; E don’t really know that, but these look pretty similar

**bestglm for Model Selection** BIC = Bayesian Information Criteria

bestglm(MedGPA.2, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## BIC  
## BICq equivalent for q in (0.407407122288894, 0.830512766582046)  
## Best Model:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -39.4708940 12.2144951 -3.231480 0.001231510  
## SexM -2.8403423 1.1580871 -2.452616 0.014182182  
## GPA 5.3344003 2.4807386 2.150327 0.031529326  
## PS 1.0247592 0.4722984 2.169728 0.030027451  
## WS -0.7177605 0.3496614 -2.052730 0.040098780  
## BS 1.7914617 0.6434984 2.783941 0.005370279

**Bayesian Information Criteria** k log(n)- 2log(L(θ̂))

n : sample size k : number of predictors θ : set of all parameters. L(θ̂) :probability of obtaining the data which you have, supposing the model being tested was a given.

Selection criteria, similar to Mallow’s Cp Smaller values indicate preferred models

**Comparing Models by BIC** Change in BIC; Evidence against hiher BIC 0-2; Little 2-6; POsitive 6-10; Strong greater than 10; Very strong

MedGPA.2.bestglm = bestglm(MedGPA.2, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

MedGPA.2.bestglm$BestModels

## Sex BCPM GPA VR PS WS BS MCAT Apps Criterion  
## 1 TRUE FALSE TRUE FALSE TRUE TRUE TRUE FALSE FALSE 51.35809  
## 2 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE FALSE 52.67338  
## 3 TRUE FALSE TRUE TRUE FALSE TRUE FALSE TRUE FALSE 52.81895  
## 4 TRUE FALSE TRUE FALSE FALSE FALSE TRUE FALSE FALSE 52.85687  
## 5 TRUE TRUE FALSE FALSE TRUE TRUE TRUE FALSE FALSE 53.46655

**Example: Predicting Survival** Data: ICU  
ID Patient ID code Survive 1=patient survived to discharge or 0=patient died Age Age (in years) AgeGroup 1= young (under 50), 2= middle (50-69), 3 = old (70+) Sex 1=female or 0=male Infection 1=infection suspected or 0=no infection SysBP Systolic blood pressure (in mm of Hg) Pulse Heart rate (beats per minute) Emergency 1=emergency admission or 0=elective admission

Find the “best” model for Survival using some or all of these predictors.

data("ICU")  
head(ICU)

## ID Survive Age AgeGroup Sex Infection SysBP Pulse Emergency  
## 1 4 0 87 3 1 1 80 96 1  
## 2 8 1 27 1 1 1 142 88 1  
## 3 12 1 59 2 0 0 112 80 1  
## 4 14 1 77 3 0 0 100 70 0  
## 5 27 0 76 3 1 1 128 90 1  
## 6 28 1 54 2 0 1 142 103 1

#Requirements to use bestglm()  
#1. Only the response and possible predictor variables should be within the dataframe  
ICU.1 <- within(ICU, {ID = NULL}) #delete ID variable  
  
#delete ID variable  
# WHy do we delete teh ID Variable? We probably don't need it because each row = the incident number  
  
#2. The response variable must be the last column in the dataframe.  
#reorder columns with response last; column 1 is now the survived column because the ID column was deleted.  
ICU.2 = ICU.1[,c(2:8,1)] #reorder columns with response last  
  
# AgeGroup is Treated as Quantitative   
head(ICU.2)

## Age AgeGroup Sex Infection SysBP Pulse Emergency Survive  
## 1 87 3 1 1 80 96 1 0  
## 2 27 1 1 1 142 88 1 1  
## 3 59 2 0 0 112 80 1 1  
## 4 77 3 0 0 100 70 0 1  
## 5 76 3 1 1 128 90 1 0  
## 6 54 2 0 1 142 103 1 1

bestglm(ICU.2, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## BIC  
## BICq equivalent for q in (0.0293273190867612, 0.516811637275042)  
## Best Model:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 5.3032038 0.9752351 5.437872 5.392065e-08  
## AgeGroup -0.8430258 0.2515652 -3.351123 8.048461e-04  
## Emergency -2.5144865 0.7576616 -3.318746 9.042257e-04

# THis tells me that teh best variable to predict survived is Emergency  
  
bestglm(ICU.2, family=binomial)$BestModels

## Morgan-Tatar search since family is non-gaussian.

## Age AgeGroup Sex Infection SysBP Pulse Emergency Criterion  
## 1 FALSE TRUE FALSE FALSE FALSE FALSE TRUE 183.3483  
## 2 FALSE TRUE FALSE FALSE TRUE FALSE TRUE 183.4829  
## 3 TRUE FALSE FALSE FALSE FALSE FALSE TRUE 183.6723  
## 4 TRUE FALSE FALSE FALSE TRUE FALSE TRUE 183.7191  
## 5 FALSE TRUE FALSE TRUE FALSE FALSE TRUE 186.7208

# The criteria doesn't change very much between teh first three models   
# Criteria is teh BIC; we want this to be low   
  
#THe data is teaching Age group as a numerical verabiel, we need to cahnge it to a cateorical variable if we want to look at each age group

*BElow is how to make agegroup a categorical variable* We are reassingin tee variable age group as teh factor of age group, so this breaks it into whatever age groups that are under agegroup category.

ICU\_factor\_AgeGroup = ICU.2   
ICU\_factor\_AgeGroup$AgeGroup = factor(ICU\_factor\_AgeGroup$AgeGroup)  
  
head(ICU\_factor\_AgeGroup)

## Age AgeGroup Sex Infection SysBP Pulse Emergency Survive  
## 1 87 3 1 1 80 96 1 0  
## 2 27 1 1 1 142 88 1 1  
## 3 59 2 0 0 112 80 1 1  
## 4 77 3 0 0 100 70 0 1  
## 5 76 3 1 1 128 90 1 0  
## 6 54 2 0 1 142 103 1 1

below is running the log model on the log model, but wiht age group sections differentiated.

bestglm(ICU\_factor\_AgeGroup, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## Note: factors present with more than 2 levels.

## BIC  
## Best Model:  
## Df Sum Sq Mean Sq F value Pr(>F)   
## Age 1 1.149 1.1486 8.004 0.00515 \*\*   
## Emergency 1 2.581 2.5811 17.987 3.42e-05 \*\*\*  
## Residuals 197 28.270 0.1435   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

now it’s not using age group; but it’s giving more datapoints there is a change in the amount of predictirs we dont expect the below to be the same as the above ones, because we added more varaibles by levling teh age group

this goes with us a warning: “Factors rpesent with more than 2 level” it’s saying one thing is more than 2 levels; we its telling us taht there are more to teh columns that they give us

ICU\_factor\_AgeGroup\_bestglm = bestglm(ICU\_factor\_AgeGroup, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## Note: factors present with more than 2 levels.

ICU\_factor\_AgeGroup\_bestglm$BestModels

## Age AgeGroup Sex Infection SysBP Pulse Emergency Criterion  
## 1 TRUE FALSE FALSE FALSE FALSE FALSE TRUE 183.6723  
## 2 TRUE FALSE FALSE FALSE TRUE FALSE TRUE 183.7191  
## 3 FALSE TRUE FALSE FALSE FALSE FALSE TRUE 187.0545  
## 4 FALSE TRUE FALSE FALSE TRUE FALSE TRUE 187.3861  
## 5 TRUE FALSE FALSE TRUE FALSE FALSE TRUE 187.4172

Below is making the age groups, assigning numbers; so if tha agegroup was 2, then put a 1, if it was 3, then put a 1, then the last code removes the agegroup column because we don’t need age group anymore since we included teh dummy predictors in the first two lines of code below.

below is what bestglm is doing. This looked at the data tiself. IT didn’t look at atransformation if we ignore tranformation, then we have the ebst model here.

But should we ignore tranofmromatio?

NOt always.

#Requirements to use bestglm()  
# 3. Create dummy variables for non binary categorical variables.  
  
ICU.2$AgeGroup2 = ifelse(ICU.2$AgeGroup==2,1,0)  
ICU.2$AgeGroup3 = ifelse(ICU.2$AgeGroup==3,1,0)  
ICU.3 <- within(ICU.2, {AgeGroup = NULL}) #delete AgeGroup variable  
ICU.4 = ICU.3[,c(1:6,8,9,7)] #reorder columns with response last  
  
head(ICU.4)

## Age Sex Infection SysBP Pulse Emergency AgeGroup2 AgeGroup3 Survive  
## 1 87 1 1 80 96 1 0 1 0  
## 2 27 1 1 142 88 1 0 0 1  
## 3 59 0 0 112 80 1 1 0 1  
## 4 77 0 0 100 70 0 0 1 1  
## 5 76 1 1 128 90 1 0 1 0  
## 6 54 0 1 142 103 1 1 0 1

bestglm(ICU.4, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## BIC  
## BICq equivalent for q in (0.0343073257857045, 0.505855168373752)  
## Best Model:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 5.50876248 1.03351106 5.330144 9.813508e-08  
## Age -0.03401617 0.01069436 -3.180759 1.468899e-03  
## Emergency -2.45353515 0.75256981 -3.260209 1.113300e-03

# Comparing Models by BIC  
ICU.4.bestglm = bestglm(ICU.4, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

ICU.4.bestglm$BestModels

## Age Sex Infection SysBP Pulse Emergency AgeGroup2 AgeGroup3 Criterion  
## 1 TRUE FALSE FALSE FALSE FALSE TRUE FALSE FALSE 183.6723  
## 2 TRUE FALSE FALSE TRUE FALSE TRUE FALSE FALSE 183.7191  
## 3 FALSE FALSE FALSE FALSE FALSE TRUE TRUE TRUE 187.0545  
## 4 FALSE FALSE FALSE TRUE FALSE TRUE TRUE TRUE 187.3861  
## 5 TRUE FALSE TRUE FALSE FALSE TRUE FALSE FALSE 187.4172

We are assuming that age has teh same impact on surivial as old people; so age in general causes teh same surivial results.

WE can guess tho; if older peopple come in that is going to be different than if younger people are going in for an enermcy. WE can do that with an emperical logit plot.

THis logitplot will help us split by a factor for those brough tin with emergency and not emergency. if you run into errors with emplogitplot, then you can just factor the variables and sometimes that helps. Factor the last variable only, if that doesnt work, then factor others **bestglm for Model Selection**

emplogitplot2(Survive~Age+factor(Emergency), data=ICU.4, ngroups=10)

![](data:image/png;base64,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) We are assuming that age has teh same impact on surivial as old people; so age in general causes teh same surivial results.

WE can guess tho; if older peopple come in that is going to be different than if younger people are going in for an enermcy. WE can do that with an emperical logit plot.

THis logitplot will help us split by a factor for those brough tin with emergency and not emergency. if you run into errors with emplogitplot, then you can just factor the variables and sometimes that helps. Factor the last variable only, if that doesnt work, then factor others

ICU.4$EMAGE = ICU.4$Age\*ICU.4$Emergency  
head(ICU.4)

## Age Sex Infection SysBP Pulse Emergency AgeGroup2 AgeGroup3 Survive EMAGE  
## 1 87 1 1 80 96 1 0 1 0 87  
## 2 27 1 1 142 88 1 0 0 1 27  
## 3 59 0 0 112 80 1 1 0 1 59  
## 4 77 0 0 100 70 0 0 1 1 0  
## 5 76 1 1 128 90 1 0 1 0 76  
## 6 54 0 1 142 103 1 1 0 1 54

ICU.5 = ICU.4[,c(1:8,10,9)] # THis moves surive to teh end of the columns, so that wecan keep doing the code with bestgml.   
head(ICU.5)

## Age Sex Infection SysBP Pulse Emergency AgeGroup2 AgeGroup3 EMAGE Survive  
## 1 87 1 1 80 96 1 0 1 87 0  
## 2 27 1 1 142 88 1 0 0 27 1  
## 3 59 0 0 112 80 1 1 0 59 1  
## 4 77 0 0 100 70 0 0 1 0 1  
## 5 76 1 1 128 90 1 0 1 76 0  
## 6 54 0 1 142 103 1 1 0 54 1

x = bestglm(ICU.5, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

x$BestModels

## Age Sex Infection SysBP Pulse Emergency AgeGroup2 AgeGroup3 EMAGE  
## 1 FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE TRUE  
## 2 FALSE FALSE FALSE TRUE FALSE FALSE FALSE FALSE TRUE  
## 3 FALSE FALSE TRUE FALSE FALSE FALSE FALSE FALSE TRUE  
## 4 TRUE FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE  
## 5 FALSE FALSE FALSE TRUE TRUE FALSE FALSE FALSE TRUE  
## Criterion  
## 1 179.1958  
## 2 179.2383  
## 3 183.0363  
## 4 183.6723  
## 5 183.6742

Someitmes best subsets isn’t as useful as we think so; for example: when you have categorical variables, soemtimes they are not immediately reflected through the best mdoels

*Use bestglm when you have binary categorical variables and when you have quantitative variables* IF you want to add interections adn transformations, then it will cause issues

THe ICU dataset was really nice, ti was really clean and easy to work with, but the below is less clean; insurance. How much you pay is based on a huge amount of htings; WHo elese do we haev data on that is like you and how much do we think that you and them are going toet in an accident and cost us moeny

index is just a number, there are 8k people; target flag = accident or no ltager amount= insurance costs - the first 6 rows, the first frow only 1 there are a lot of other types of things; red care = more insuance; previous thing; own a home, etc. so much we could deal with when making this.

THere are some probelms: 1. a lot of the these money variables, are character vectors and not numerical 2. some variabels are not binary, which is okay, but we also see thery’re saved as characters - characters and factors are different, and bestglm doesn’t like characters, they like factors.

WIll look back at this next class

*How to find the variables for the logistical regression models* - Bestglm - backgwards - formard - stepwise

head(insurance)

## # A tibble: 6 x 26  
## INDEX TARGET\_FLAG TARGET\_AMT KIDSDRIV AGE HOMEKIDS YOJ INCOME PARENT1  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <chr> <chr>   
## 1 1 0 0 0 60 0 11 $67,349 No   
## 2 2 0 0 0 43 0 11 $91,449 No   
## 3 4 0 0 0 35 1 10 $16,039 No   
## 4 5 0 0 0 51 0 14 <NA> No   
## 5 6 0 0 0 50 0 NA $114,986 No   
## 6 7 1 2946 0 34 1 12 $125,301 Yes   
## # ... with 17 more variables: HOME\_VAL <chr>, MSTATUS <chr>, SEX <chr>,  
## # EDUCATION <chr>, JOB <chr>, TRAVTIME <dbl>, CAR\_USE <chr>, BLUEBOOK <chr>,  
## # TIF <dbl>, CAR\_TYPE <chr>, RED\_CAR <chr>, OLDCLAIM <chr>, CLM\_FREQ <dbl>,  
## # REVOKED <chr>, MVR\_PTS <dbl>, CAR\_AGE <dbl>, URBANICITY <chr>

**Issues with Insurance Data for bestglm**

* Stepwise Regression (Linear Regression) Basic idea: Alternate forward selection and backward elimination

1. Use forward selection to choose a new predictor and check its significance.
2. Use backward elimination to see if predictors already in the model can be dropped.

**Is there a package in R to automate this process?** Yes! The stepAIC function in the MASS package can be used. - But we dont learn how to use it yet

Your task is to investigate the stepAIC function to determine how it can be used to determine the best logistic regression model using the insurance data

Currency\_Convert <- function(Field){  
 Field <- as.numeric(gsub("\\$|,","", Field))  
}  
  
#Change factors to numbers  
insurance$HOME\_VAL\_num = Currency\_Convert(insurance$HOME\_VAL)  
insurance$INCOME\_num = Currency\_Convert(insurance$INCOME)  
insurance$BLUEBOOK\_num = Currency\_Convert(insurance$BLUEBOOK)  
insurance$OLDCLAIM\_num = Currency\_Convert(insurance$OLDCLAIM)  
  
#remove unneeded variables  
insurance.1 = within(insurance,   
 {INDEX = NULL  
 TARGET\_AMT = NULL  
 HOME\_VAL = NULL  
 INCOME = NULL   
 BLUEBOOK = NULL  
 OLDCLAIM = NULL})  
  
  
head(insurance.1)

## # A tibble: 6 x 24  
## TARGET\_FLAG KIDSDRIV AGE HOMEKIDS YOJ PARENT1 MSTATUS SEX EDUCATION   
## <dbl> <dbl> <dbl> <dbl> <dbl> <chr> <chr> <chr> <chr>   
## 1 0 0 60 0 11 No z\_No M PhD   
## 2 0 0 43 0 11 No z\_No M z\_High School  
## 3 0 0 35 1 10 No Yes z\_F z\_High School  
## 4 0 0 51 0 14 No Yes M <High School   
## 5 0 0 50 0 NA No Yes z\_F PhD   
## 6 1 0 34 1 12 Yes z\_No z\_F Bachelors   
## # ... with 15 more variables: JOB <chr>, TRAVTIME <dbl>, CAR\_USE <chr>,  
## # TIF <dbl>, CAR\_TYPE <chr>, RED\_CAR <chr>, CLM\_FREQ <dbl>, REVOKED <chr>,  
## # MVR\_PTS <dbl>, CAR\_AGE <dbl>, URBANICITY <chr>, HOME\_VAL\_num <dbl>,  
## # INCOME\_num <dbl>, BLUEBOOK\_num <dbl>, OLDCLAIM\_num <dbl>

insurance.2 = insurance.1[,c(2:24,1)]   
head(insurance.2)

## # A tibble: 6 x 24  
## KIDSDRIV AGE HOMEKIDS YOJ PARENT1 MSTATUS SEX EDUCATION JOB TRAVTIME  
## <dbl> <dbl> <dbl> <dbl> <chr> <chr> <chr> <chr> <chr> <dbl>  
## 1 0 60 0 11 No z\_No M PhD Profe~ 14  
## 2 0 43 0 11 No z\_No M z\_High Sc~ z\_Blu~ 22  
## 3 0 35 1 10 No Yes z\_F z\_High Sc~ Cleri~ 5  
## 4 0 51 0 14 No Yes M <High Sch~ z\_Blu~ 32  
## 5 0 50 0 NA No Yes z\_F PhD Doctor 36  
## 6 0 34 1 12 Yes z\_No z\_F Bachelors z\_Blu~ 46  
## # ... with 14 more variables: CAR\_USE <chr>, TIF <dbl>, CAR\_TYPE <chr>,  
## # RED\_CAR <chr>, CLM\_FREQ <dbl>, REVOKED <chr>, MVR\_PTS <dbl>, CAR\_AGE <dbl>,  
## # URBANICITY <chr>, HOME\_VAL\_num <dbl>, INCOME\_num <dbl>, BLUEBOOK\_num <dbl>,  
## # OLDCLAIM\_num <dbl>, TARGET\_FLAG <dbl>

#Sad trombone, because best gml wont run here  
insurance.2 = as.data.frame(insurance.2)  
#bestglm(insurance.2, family=binomial)

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

insurance.2.1 = insurance.2 %>% mutate\_if(is.character, factor)  
head(insurance.2.1)

## KIDSDRIV AGE HOMEKIDS YOJ PARENT1 MSTATUS SEX EDUCATION JOB  
## 1 0 60 0 11 No z\_No M PhD Professional  
## 2 0 43 0 11 No z\_No M z\_High School z\_Blue Collar  
## 3 0 35 1 10 No Yes z\_F z\_High School Clerical  
## 4 0 51 0 14 No Yes M <High School z\_Blue Collar  
## 5 0 50 0 NA No Yes z\_F PhD Doctor  
## 6 0 34 1 12 Yes z\_No z\_F Bachelors z\_Blue Collar  
## TRAVTIME CAR\_USE TIF CAR\_TYPE RED\_CAR CLM\_FREQ REVOKED MVR\_PTS CAR\_AGE  
## 1 14 Private 11 Minivan yes 2 No 3 18  
## 2 22 Commercial 1 Minivan yes 0 No 0 1  
## 3 5 Private 4 z\_SUV no 2 No 3 10  
## 4 32 Private 7 Minivan yes 0 No 0 6  
## 5 36 Private 1 z\_SUV no 2 Yes 3 17  
## 6 46 Commercial 1 Sports Car no 0 No 0 7  
## URBANICITY HOME\_VAL\_num INCOME\_num BLUEBOOK\_num OLDCLAIM\_num  
## 1 Highly Urban/ Urban 0 67349 14230 4461  
## 2 Highly Urban/ Urban 257252 91449 14940 0  
## 3 Highly Urban/ Urban 124191 16039 4010 38690  
## 4 Highly Urban/ Urban 306251 NA 15440 0  
## 5 Highly Urban/ Urban 243925 114986 18000 19217  
## 6 Highly Urban/ Urban 0 125301 17430 0  
## TARGET\_FLAG  
## 1 0  
## 2 0  
## 3 0  
## 4 0  
## 5 0  
## 6 1

#Sadder trombone; because bestglm won't run   
insurance.2.1 = as.data.frame(insurance.2.1)  
#bestglm(insurance.2.1, family=binomial)

## STOR 455 Class 31 R Multiple Logistic Regression Again Agian

library(readr)  
library(bestglm)  
library(MASS)  
  
insurance <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/insurance.csv")

**Issues with Insurance Data for bestglm**

head(insurance)

## # A tibble: 6 x 26  
## INDEX TARGET\_FLAG TARGET\_AMT KIDSDRIV AGE HOMEKIDS YOJ INCOME PARENT1  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <chr> <chr>   
## 1 1 0 0 0 60 0 11 $67,349 No   
## 2 2 0 0 0 43 0 11 $91,449 No   
## 3 4 0 0 0 35 1 10 $16,039 No   
## 4 5 0 0 0 51 0 14 <NA> No   
## 5 6 0 0 0 50 0 NA $114,986 No   
## 6 7 1 2946 0 34 1 12 $125,301 Yes   
## # ... with 17 more variables: HOME\_VAL <chr>, MSTATUS <chr>, SEX <chr>,  
## # EDUCATION <chr>, JOB <chr>, TRAVTIME <dbl>, CAR\_USE <chr>, BLUEBOOK <chr>,  
## # TIF <dbl>, CAR\_TYPE <chr>, RED\_CAR <chr>, OLDCLAIM <chr>, CLM\_FREQ <dbl>,  
## # REVOKED <chr>, MVR\_PTS <dbl>, CAR\_AGE <dbl>, URBANICITY <chr>

Predict if people are going to get into a car accident How likely that these people get in a car accident based on teh data we are working with

# If it sees a dollar sign or a comma, it changes things to a number like as.numeric   
# So this makes us just have numbers   
# Want 4 new variables in teh dataframe   
Currency\_Convert <- function(Field){  
 Field <- as.numeric(gsub("\\$|,","", Field))  
}  
  
#Change factors to numbers  
insurance$HOME\_VAL\_num = Currency\_Convert(insurance$HOME\_VAL)  
insurance$INCOME\_num = Currency\_Convert(insurance$INCOME)  
insurance$BLUEBOOK\_num = Currency\_Convert(insurance$BLUEBOOK)  
insurance$OLDCLAIM\_num = Currency\_Convert(insurance$OLDCLAIM)  
  
#remove unneeded variables  
# Got rid of them because it would be not known at teh time we wanted to make prediction   
# But we now technically have this data   
# So we are jus getting rid of it   
insurance.1 = within(insurance,   
 {INDEX = NULL  
 TARGET\_AMT = NULL  
 HOME\_VAL = NULL  
 INCOME = NULL   
 BLUEBOOK = NULL  
 OLDCLAIM = NULL})  
  
  
head(insurance.1)

## # A tibble: 6 x 24  
## TARGET\_FLAG KIDSDRIV AGE HOMEKIDS YOJ PARENT1 MSTATUS SEX EDUCATION   
## <dbl> <dbl> <dbl> <dbl> <dbl> <chr> <chr> <chr> <chr>   
## 1 0 0 60 0 11 No z\_No M PhD   
## 2 0 0 43 0 11 No z\_No M z\_High School  
## 3 0 0 35 1 10 No Yes z\_F z\_High School  
## 4 0 0 51 0 14 No Yes M <High School   
## 5 0 0 50 0 NA No Yes z\_F PhD   
## 6 1 0 34 1 12 Yes z\_No z\_F Bachelors   
## # ... with 15 more variables: JOB <chr>, TRAVTIME <dbl>, CAR\_USE <chr>,  
## # TIF <dbl>, CAR\_TYPE <chr>, RED\_CAR <chr>, CLM\_FREQ <dbl>, REVOKED <chr>,  
## # MVR\_PTS <dbl>, CAR\_AGE <dbl>, URBANICITY <chr>, HOME\_VAL\_num <dbl>,  
## # INCOME\_num <dbl>, BLUEBOOK\_num <dbl>, OLDCLAIM\_num <dbl>

# Now we have numeric data where we need it

insurance.2 = insurance.1[,c(2:24,1)]   
# For best glm, we want the last column of the data as teh predicted, so we need that to be at t eh end of the dataframe   
# We want target flag at the end   
head(insurance.2)

## # A tibble: 6 x 24  
## KIDSDRIV AGE HOMEKIDS YOJ PARENT1 MSTATUS SEX EDUCATION JOB TRAVTIME  
## <dbl> <dbl> <dbl> <dbl> <chr> <chr> <chr> <chr> <chr> <dbl>  
## 1 0 60 0 11 No z\_No M PhD Profe~ 14  
## 2 0 43 0 11 No z\_No M z\_High Sc~ z\_Blu~ 22  
## 3 0 35 1 10 No Yes z\_F z\_High Sc~ Cleri~ 5  
## 4 0 51 0 14 No Yes M <High Sch~ z\_Blu~ 32  
## 5 0 50 0 NA No Yes z\_F PhD Doctor 36  
## 6 0 34 1 12 Yes z\_No z\_F Bachelors z\_Blu~ 46  
## # ... with 14 more variables: CAR\_USE <chr>, TIF <dbl>, CAR\_TYPE <chr>,  
## # RED\_CAR <chr>, CLM\_FREQ <dbl>, REVOKED <chr>, MVR\_PTS <dbl>, CAR\_AGE <dbl>,  
## # URBANICITY <chr>, HOME\_VAL\_num <dbl>, INCOME\_num <dbl>, BLUEBOOK\_num <dbl>,  
## # OLDCLAIM\_num <dbl>, TARGET\_FLAG <dbl>

#Sad trombone  
insurance.2 = as.data.frame(insurance.2)  
# bestglm(insurance.2, family=binomial)  
# This doesn't work because the structure of teh dataframe is maniuplated a bit weird; have to make it a dataframe; it still wont make it work all the time, but it might fix it   
# THis time it wont fix this issue

# So to fix that, we will use dplyr to make all the character vectors as factors   
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following object is masked from 'package:MASS':  
##   
## select

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

insurance.2.1 = insurance.2 %>% mutate\_if(is.character, factor)  
head(insurance.2.1)

## KIDSDRIV AGE HOMEKIDS YOJ PARENT1 MSTATUS SEX EDUCATION JOB  
## 1 0 60 0 11 No z\_No M PhD Professional  
## 2 0 43 0 11 No z\_No M z\_High School z\_Blue Collar  
## 3 0 35 1 10 No Yes z\_F z\_High School Clerical  
## 4 0 51 0 14 No Yes M <High School z\_Blue Collar  
## 5 0 50 0 NA No Yes z\_F PhD Doctor  
## 6 0 34 1 12 Yes z\_No z\_F Bachelors z\_Blue Collar  
## TRAVTIME CAR\_USE TIF CAR\_TYPE RED\_CAR CLM\_FREQ REVOKED MVR\_PTS CAR\_AGE  
## 1 14 Private 11 Minivan yes 2 No 3 18  
## 2 22 Commercial 1 Minivan yes 0 No 0 1  
## 3 5 Private 4 z\_SUV no 2 No 3 10  
## 4 32 Private 7 Minivan yes 0 No 0 6  
## 5 36 Private 1 z\_SUV no 2 Yes 3 17  
## 6 46 Commercial 1 Sports Car no 0 No 0 7  
## URBANICITY HOME\_VAL\_num INCOME\_num BLUEBOOK\_num OLDCLAIM\_num  
## 1 Highly Urban/ Urban 0 67349 14230 4461  
## 2 Highly Urban/ Urban 257252 91449 14940 0  
## 3 Highly Urban/ Urban 124191 16039 4010 38690  
## 4 Highly Urban/ Urban 306251 NA 15440 0  
## 5 Highly Urban/ Urban 243925 114986 18000 19217  
## 6 Highly Urban/ Urban 0 125301 17430 0  
## TARGET\_FLAG  
## 1 0  
## 2 0  
## 3 0  
## 4 0  
## 5 0  
## 6 1

#Sadder trombone  
insurance.2.1 = as.data.frame(insurance.2.1)  
#bestglm(insurance.2.1, family=binomial)  
# When trying again, it doesn't appear to work still; so we have to try something different   
# NEw error, Error: p = 23, much be <= 15   
# tells us that there are too many variables, so we can't run it

When best glm doesn’t work, let’s use different stepwise. We will do AIC Stepwise

full\_insurance = glm(TARGET\_FLAG~., data=insurance.1, family="binomial")  
summary(full\_insurance)

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ ., family = "binomial", data = insurance.1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5538 -0.7033 -0.3906 0.6213 3.1736   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.474e-01 3.122e-01 -0.472 0.636775   
## KIDSDRIV 3.194e-01 7.059e-02 4.524 6.06e-06 \*\*\*  
## AGE -3.903e-03 4.681e-03 -0.834 0.404452   
## HOMEKIDS 2.313e-02 4.275e-02 0.541 0.588473   
## YOJ -9.356e-03 9.775e-03 -0.957 0.338476   
## PARENT1Yes 4.109e-01 1.266e-01 3.246 0.001170 \*\*   
## MSTATUSz\_No 4.266e-01 1.006e-01 4.240 2.24e-05 \*\*\*  
## SEXz\_F -2.076e-01 1.287e-01 -1.613 0.106647   
## EDUCATIONBachelors -3.762e-01 1.325e-01 -2.840 0.004508 \*\*   
## EDUCATIONMasters -4.433e-01 2.140e-01 -2.072 0.038312 \*   
## EDUCATIONPhD 9.120e-02 2.635e-01 0.346 0.729208   
## EDUCATIONz\_High School -1.126e-03 1.068e-01 -0.011 0.991590   
## JOBDoctor -8.849e-01 3.279e-01 -2.699 0.006958 \*\*   
## JOBHome Maker -3.239e-01 1.669e-01 -1.941 0.052309 .   
## JOBLawyer -1.491e-01 2.120e-01 -0.703 0.481916   
## JOBManager -1.075e+00 1.650e-01 -6.519 7.07e-11 \*\*\*  
## JOBProfessional -2.843e-01 1.418e-01 -2.006 0.044906 \*   
## JOBStudent -3.615e-01 1.528e-01 -2.365 0.018010 \*   
## JOBz\_Blue Collar -1.931e-01 1.204e-01 -1.603 0.108890   
## TRAVTIME 1.569e-02 2.192e-03 7.159 8.15e-13 \*\*\*  
## CAR\_USEPrivate -8.292e-01 1.060e-01 -7.822 5.18e-15 \*\*\*  
## TIF -5.225e-02 8.544e-03 -6.115 9.64e-10 \*\*\*  
## CAR\_TYPEPanel Truck 6.955e-01 1.948e-01 3.570 0.000357 \*\*\*  
## CAR\_TYPEPickup 5.556e-01 1.154e-01 4.816 1.47e-06 \*\*\*  
## CAR\_TYPESports Car 1.107e+00 1.466e-01 7.553 4.27e-14 \*\*\*  
## CAR\_TYPEVan 5.678e-01 1.497e-01 3.793 0.000149 \*\*\*  
## CAR\_TYPEz\_SUV 8.265e-01 1.257e-01 6.575 4.88e-11 \*\*\*  
## RED\_CARyes -2.278e-01 1.032e-01 -2.208 0.027231 \*   
## CLM\_FREQ 2.004e-01 3.320e-02 6.036 1.58e-09 \*\*\*  
## REVOKEDYes 8.521e-01 1.075e-01 7.930 2.19e-15 \*\*\*  
## MVR\_PTS 1.161e-01 1.587e-02 7.312 2.63e-13 \*\*\*  
## CAR\_AGE -3.920e-03 8.897e-03 -0.441 0.659514   
## URBANICITYz\_Highly Rural/ Rural -2.306e+00 1.244e-01 -18.537 < 2e-16 \*\*\*  
## HOME\_VAL\_num -1.420e-06 4.287e-07 -3.312 0.000927 \*\*\*  
## INCOME\_num -3.429e-06 1.432e-06 -2.394 0.016680 \*   
## BLUEBOOK\_num -2.257e-05 6.102e-06 -3.699 0.000216 \*\*\*  
## OLDCLAIM\_num -1.310e-05 4.574e-06 -2.864 0.004186 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 6990.9 on 6044 degrees of freedom  
## Residual deviance: 5362.3 on 6008 degrees of freedom  
## (2116 observations deleted due to missingness)  
## AIC: 5436.3  
##   
## Number of Fisher Scoring iterations: 5

#More sad trombone  
#stepAIC(full\_insurance)  
# Says that some blank values are messing us up, so lets get rid of them

insurance.forstepAIC = na.omit(insurance.1) # Gets rid of the na values   
  
full\_insurance.2 = glm(TARGET\_FLAG~., data=insurance.forstepAIC, family="binomial")  
  
# Given a full model - Backwards selection is the default  
stepAIC(full\_insurance.2)

## Start: AIC=5436.27  
## TARGET\_FLAG ~ KIDSDRIV + AGE + HOMEKIDS + YOJ + PARENT1 + MSTATUS +   
## SEX + EDUCATION + JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE +   
## RED\_CAR + CLM\_FREQ + REVOKED + MVR\_PTS + CAR\_AGE + URBANICITY +   
## HOME\_VAL\_num + INCOME\_num + BLUEBOOK\_num + OLDCLAIM\_num  
##   
## Df Deviance AIC  
## - CAR\_AGE 1 5362.5 5434.5  
## - HOMEKIDS 1 5362.6 5434.6  
## - AGE 1 5363.0 5435.0  
## - YOJ 1 5363.2 5435.2  
## <none> 5362.3 5436.3  
## - SEX 1 5364.9 5436.9  
## - RED\_CAR 1 5367.1 5439.1  
## - INCOME\_num 1 5368.1 5440.1  
## - OLDCLAIM\_num 1 5370.6 5442.6  
## - PARENT1 1 5372.8 5444.8  
## - HOME\_VAL\_num 1 5373.3 5445.3  
## - EDUCATION 4 5382.1 5448.1  
## - BLUEBOOK\_num 1 5376.2 5448.2  
## - MSTATUS 1 5380.1 5452.1  
## - KIDSDRIV 1 5382.6 5454.6  
## - CLM\_FREQ 1 5398.3 5470.3  
## - TIF 1 5401.0 5473.0  
## - JOB 7 5425.0 5485.0  
## - TRAVTIME 1 5413.7 5485.7  
## - MVR\_PTS 1 5416.3 5488.3  
## - REVOKED 1 5424.1 5496.1  
## - CAR\_USE 1 5424.5 5496.5  
## - CAR\_TYPE 5 5444.9 5508.9  
## - URBANICITY 1 5842.8 5914.8  
##   
## Step: AIC=5434.47  
## TARGET\_FLAG ~ KIDSDRIV + AGE + HOMEKIDS + YOJ + PARENT1 + MSTATUS +   
## SEX + EDUCATION + JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE +   
## RED\_CAR + CLM\_FREQ + REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num +   
## INCOME\_num + BLUEBOOK\_num + OLDCLAIM\_num  
##   
## Df Deviance AIC  
## - HOMEKIDS 1 5362.8 5432.8  
## - AGE 1 5363.2 5433.2  
## - YOJ 1 5363.4 5433.4  
## <none> 5362.5 5434.5  
## - SEX 1 5365.1 5435.1  
## - RED\_CAR 1 5367.3 5437.3  
## - INCOME\_num 1 5368.4 5438.4  
## - OLDCLAIM\_num 1 5370.8 5440.8  
## - PARENT1 1 5373.0 5443.0  
## - HOME\_VAL\_num 1 5373.3 5443.3  
## - BLUEBOOK\_num 1 5376.3 5446.3  
## - MSTATUS 1 5380.3 5450.3  
## - EDUCATION 4 5387.3 5451.3  
## - KIDSDRIV 1 5382.8 5452.8  
## - CLM\_FREQ 1 5398.4 5468.4  
## - TIF 1 5401.3 5471.3  
## - JOB 7 5425.2 5483.2  
## - TRAVTIME 1 5413.8 5483.8  
## - MVR\_PTS 1 5416.5 5486.5  
## - REVOKED 1 5424.2 5494.2  
## - CAR\_USE 1 5424.6 5494.6  
## - CAR\_TYPE 5 5445.2 5507.2  
## - URBANICITY 1 5843.0 5913.0  
##   
## Step: AIC=5432.76  
## TARGET\_FLAG ~ KIDSDRIV + AGE + YOJ + PARENT1 + MSTATUS + SEX +   
## EDUCATION + JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE + RED\_CAR +   
## CLM\_FREQ + REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num +   
## INCOME\_num + BLUEBOOK\_num + OLDCLAIM\_num  
##   
## Df Deviance AIC  
## - YOJ 1 5363.5 5431.5  
## - AGE 1 5364.0 5432.0  
## <none> 5362.8 5432.8  
## - SEX 1 5365.4 5433.4  
## - RED\_CAR 1 5367.6 5435.6  
## - INCOME\_num 1 5368.6 5436.6  
## - OLDCLAIM\_num 1 5371.1 5439.1  
## - HOME\_VAL\_num 1 5373.8 5441.8  
## - BLUEBOOK\_num 1 5376.6 5444.6  
## - PARENT1 1 5377.6 5445.6  
## - MSTATUS 1 5380.7 5448.7  
## - EDUCATION 4 5387.8 5449.8  
## - KIDSDRIV 1 5390.0 5458.0  
## - CLM\_FREQ 1 5398.8 5466.8  
## - TIF 1 5401.6 5469.6  
## - JOB 7 5425.4 5481.4  
## - TRAVTIME 1 5414.0 5482.0  
## - MVR\_PTS 1 5416.9 5484.9  
## - REVOKED 1 5424.8 5492.8  
## - CAR\_USE 1 5425.1 5493.1  
## - CAR\_TYPE 5 5445.7 5505.7  
## - URBANICITY 1 5843.1 5911.1  
##   
## Step: AIC=5431.49  
## TARGET\_FLAG ~ KIDSDRIV + AGE + PARENT1 + MSTATUS + SEX + EDUCATION +   
## JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE + RED\_CAR + CLM\_FREQ +   
## REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num + INCOME\_num +   
## BLUEBOOK\_num + OLDCLAIM\_num  
##   
## Df Deviance AIC  
## - AGE 1 5365.0 5431.0  
## <none> 5363.5 5431.5  
## - SEX 1 5366.1 5432.1  
## - RED\_CAR 1 5368.3 5434.3  
## - INCOME\_num 1 5369.8 5435.8  
## - OLDCLAIM\_num 1 5372.0 5438.0  
## - HOME\_VAL\_num 1 5374.5 5440.5  
## - BLUEBOOK\_num 1 5377.4 5443.4  
## - PARENT1 1 5377.9 5443.9  
## - EDUCATION 4 5388.3 5448.3  
## - MSTATUS 1 5382.8 5448.8  
## - KIDSDRIV 1 5390.4 5456.4  
## - CLM\_FREQ 1 5399.6 5465.6  
## - TIF 1 5402.6 5468.6  
## - JOB 7 5425.5 5479.5  
## - TRAVTIME 1 5414.6 5480.6  
## - MVR\_PTS 1 5417.9 5483.9  
## - REVOKED 1 5425.6 5491.6  
## - CAR\_USE 1 5426.2 5492.2  
## - CAR\_TYPE 5 5446.8 5504.8  
## - URBANICITY 1 5843.5 5909.5  
##   
## Step: AIC=5431  
## TARGET\_FLAG ~ KIDSDRIV + PARENT1 + MSTATUS + SEX + EDUCATION +   
## JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE + RED\_CAR + CLM\_FREQ +   
## REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num + INCOME\_num +   
## BLUEBOOK\_num + OLDCLAIM\_num  
##   
## Df Deviance AIC  
## <none> 5365.0 5431.0  
## - SEX 1 5367.1 5431.1  
## - RED\_CAR 1 5369.7 5433.7  
## - INCOME\_num 1 5371.0 5435.0  
## - OLDCLAIM\_num 1 5373.6 5437.6  
## - HOME\_VAL\_num 1 5376.9 5440.9  
## - BLUEBOOK\_num 1 5380.7 5444.7  
## - MSTATUS 1 5383.5 5447.5  
## - PARENT1 1 5383.9 5447.9  
## - EDUCATION 4 5390.0 5448.0  
## - KIDSDRIV 1 5391.4 5455.4  
## - CLM\_FREQ 1 5401.0 5465.0  
## - TIF 1 5404.0 5468.0  
## - TRAVTIME 1 5415.8 5479.8  
## - JOB 7 5428.4 5480.4  
## - MVR\_PTS 1 5420.1 5484.1  
## - REVOKED 1 5427.4 5491.4  
## - CAR\_USE 1 5427.8 5491.8  
## - CAR\_TYPE 5 5447.1 5503.1  
## - URBANICITY 1 5846.8 5910.8

##   
## Call: glm(formula = TARGET\_FLAG ~ KIDSDRIV + PARENT1 + MSTATUS + SEX +   
## EDUCATION + JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE + RED\_CAR +   
## CLM\_FREQ + REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num +   
## INCOME\_num + BLUEBOOK\_num + OLDCLAIM\_num, family = "binomial",   
## data = insurance.forstepAIC)  
##   
## Coefficients:  
## (Intercept) KIDSDRIV   
## -3.905e-01 3.307e-01   
## PARENT1Yes MSTATUSz\_No   
## 4.730e-01 4.146e-01   
## SEXz\_F EDUCATIONBachelors   
## -1.861e-01 -3.995e-01   
## EDUCATIONMasters EDUCATIONPhD   
## -4.969e-01 4.064e-02   
## EDUCATIONz\_High School JOBDoctor   
## -7.396e-03 -9.037e-01   
## JOBHome Maker JOBLawyer   
## -2.872e-01 -1.650e-01   
## JOBManager JOBProfessional   
## -1.091e+00 -2.958e-01   
## JOBStudent JOBz\_Blue Collar   
## -3.133e-01 -2.020e-01   
## TRAVTIME CAR\_USEPrivate   
## 1.557e-02 -8.324e-01   
## TIF CAR\_TYPEPanel Truck   
## -5.237e-02 7.121e-01   
## CAR\_TYPEPickup CAR\_TYPESports Car   
## 5.525e-01 1.090e+00   
## CAR\_TYPEVan CAR\_TYPEz\_SUV   
## 5.778e-01 8.112e-01   
## RED\_CARyes CLM\_FREQ   
## -2.236e-01 2.001e-01   
## REVOKEDYes MVR\_PTS   
## 8.551e-01 1.170e-01   
## URBANICITYz\_Highly Rural/ Rural HOME\_VAL\_num   
## -2.308e+00 -1.469e-06   
## INCOME\_num BLUEBOOK\_num   
## -3.471e-06 -2.370e-05   
## OLDCLAIM\_num   
## -1.326e-05   
##   
## Degrees of Freedom: 6044 Total (i.e. Null); 6012 Residual  
## Null Deviance: 6991   
## Residual Deviance: 5365 AIC: 5431

# trace=FALSE will show only the final model, not each step.  
# Looks at new insurance data   
# Big model at teh end   
stepAIC(full\_insurance.2, trace=FALSE)

##   
## Call: glm(formula = TARGET\_FLAG ~ KIDSDRIV + PARENT1 + MSTATUS + SEX +   
## EDUCATION + JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE + RED\_CAR +   
## CLM\_FREQ + REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num +   
## INCOME\_num + BLUEBOOK\_num + OLDCLAIM\_num, family = "binomial",   
## data = insurance.forstepAIC)  
##   
## Coefficients:  
## (Intercept) KIDSDRIV   
## -3.905e-01 3.307e-01   
## PARENT1Yes MSTATUSz\_No   
## 4.730e-01 4.146e-01   
## SEXz\_F EDUCATIONBachelors   
## -1.861e-01 -3.995e-01   
## EDUCATIONMasters EDUCATIONPhD   
## -4.969e-01 4.064e-02   
## EDUCATIONz\_High School JOBDoctor   
## -7.396e-03 -9.037e-01   
## JOBHome Maker JOBLawyer   
## -2.872e-01 -1.650e-01   
## JOBManager JOBProfessional   
## -1.091e+00 -2.958e-01   
## JOBStudent JOBz\_Blue Collar   
## -3.133e-01 -2.020e-01   
## TRAVTIME CAR\_USEPrivate   
## 1.557e-02 -8.324e-01   
## TIF CAR\_TYPEPanel Truck   
## -5.237e-02 7.121e-01   
## CAR\_TYPEPickup CAR\_TYPESports Car   
## 5.525e-01 1.090e+00   
## CAR\_TYPEVan CAR\_TYPEz\_SUV   
## 5.778e-01 8.112e-01   
## RED\_CARyes CLM\_FREQ   
## -2.236e-01 2.001e-01   
## REVOKEDYes MVR\_PTS   
## 8.551e-01 1.170e-01   
## URBANICITYz\_Highly Rural/ Rural HOME\_VAL\_num   
## -2.308e+00 -1.469e-06   
## INCOME\_num BLUEBOOK\_num   
## -3.471e-06 -2.370e-05   
## OLDCLAIM\_num   
## -1.326e-05   
##   
## Degrees of Freedom: 6044 Total (i.e. Null); 6012 Residual  
## Null Deviance: 6991   
## Residual Deviance: 5365 AIC: 5431

final\_model\_backwards=stepAIC(full\_insurance.2, trace=FALSE)   
  
summary(final\_model\_backwards)

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ KIDSDRIV + PARENT1 + MSTATUS + SEX +   
## EDUCATION + JOB + TRAVTIME + CAR\_USE + TIF + CAR\_TYPE + RED\_CAR +   
## CLM\_FREQ + REVOKED + MVR\_PTS + URBANICITY + HOME\_VAL\_num +   
## INCOME\_num + BLUEBOOK\_num + OLDCLAIM\_num, family = "binomial",   
## data = insurance.forstepAIC)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5691 -0.7024 -0.3901 0.6201 3.1495   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.905e-01 2.287e-01 -1.707 0.087770 .   
## KIDSDRIV 3.307e-01 6.390e-02 5.176 2.27e-07 \*\*\*  
## PARENT1Yes 4.730e-01 1.089e-01 4.342 1.41e-05 \*\*\*  
## MSTATUSz\_No 4.146e-01 9.568e-02 4.334 1.47e-05 \*\*\*  
## SEXz\_F -1.861e-01 1.272e-01 -1.464 0.143274   
## EDUCATIONBachelors -3.995e-01 1.231e-01 -3.245 0.001174 \*\*   
## EDUCATIONMasters -4.969e-01 1.905e-01 -2.609 0.009094 \*\*   
## EDUCATIONPhD 4.064e-02 2.461e-01 0.165 0.868809   
## EDUCATIONz\_High School -7.396e-03 1.063e-01 -0.070 0.944554   
## JOBDoctor -9.037e-01 3.273e-01 -2.761 0.005755 \*\*   
## JOBHome Maker -2.872e-01 1.569e-01 -1.831 0.067098 .   
## JOBLawyer -1.650e-01 2.112e-01 -0.781 0.434854   
## JOBManager -1.091e+00 1.641e-01 -6.650 2.93e-11 \*\*\*  
## JOBProfessional -2.958e-01 1.410e-01 -2.098 0.035938 \*   
## JOBStudent -3.133e-01 1.446e-01 -2.166 0.030305 \*   
## JOBz\_Blue Collar -2.020e-01 1.201e-01 -1.682 0.092562 .   
## TRAVTIME 1.557e-02 2.189e-03 7.114 1.13e-12 \*\*\*  
## CAR\_USEPrivate -8.324e-01 1.059e-01 -7.861 3.82e-15 \*\*\*  
## TIF -5.237e-02 8.537e-03 -6.134 8.56e-10 \*\*\*  
## CAR\_TYPEPanel Truck 7.121e-01 1.944e-01 3.664 0.000249 \*\*\*  
## CAR\_TYPEPickup 5.525e-01 1.153e-01 4.793 1.65e-06 \*\*\*  
## CAR\_TYPESports Car 1.090e+00 1.451e-01 7.512 5.84e-14 \*\*\*  
## CAR\_TYPEVan 5.778e-01 1.494e-01 3.866 0.000110 \*\*\*  
## CAR\_TYPEz\_SUV 8.112e-01 1.247e-01 6.508 7.63e-11 \*\*\*  
## RED\_CARyes -2.236e-01 1.031e-01 -2.168 0.030141 \*   
## CLM\_FREQ 2.001e-01 3.318e-02 6.032 1.62e-09 \*\*\*  
## REVOKEDYes 8.551e-01 1.074e-01 7.965 1.65e-15 \*\*\*  
## MVR\_PTS 1.170e-01 1.585e-02 7.383 1.54e-13 \*\*\*  
## URBANICITYz\_Highly Rural/ Rural -2.308e+00 1.244e-01 -18.552 < 2e-16 \*\*\*  
## HOME\_VAL\_num -1.469e-06 4.267e-07 -3.443 0.000575 \*\*\*  
## INCOME\_num -3.471e-06 1.424e-06 -2.439 0.014744 \*   
## BLUEBOOK\_num -2.370e-05 6.031e-06 -3.930 8.51e-05 \*\*\*  
## OLDCLAIM\_num -1.326e-05 4.569e-06 -2.903 0.003700 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 6990.9 on 6044 degrees of freedom  
## Residual deviance: 5365.0 on 6012 degrees of freedom  
## AIC: 5431  
##   
## Number of Fisher Scoring iterations: 5

none = glm(TARGET\_FLAG~1, data=insurance.forstepAIC, family="binomial")  
  
# Tell it to do forward and stepwise below for an AIC model   
final\_model\_forwards = stepAIC(none, scope=list(upper=full\_insurance.2), direction="forward", trace=FALSE)  
final\_model\_both = stepAIC(none, scope=list(upper=full\_insurance.2), direction = "both", trace=FALSE)

summary(final\_model\_forwards)

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ URBANICITY + JOB + MVR\_PTS + CAR\_TYPE +   
## MSTATUS + REVOKED + CAR\_USE + TRAVTIME + TIF + KIDSDRIV +   
## INCOME\_num + CLM\_FREQ + EDUCATION + BLUEBOOK\_num + PARENT1 +   
## HOME\_VAL\_num + OLDCLAIM\_num + RED\_CAR + SEX, family = "binomial",   
## data = insurance.forstepAIC)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5691 -0.7024 -0.3901 0.6201 3.1495   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.905e-01 2.287e-01 -1.707 0.087770 .   
## URBANICITYz\_Highly Rural/ Rural -2.308e+00 1.244e-01 -18.552 < 2e-16 \*\*\*  
## JOBDoctor -9.037e-01 3.273e-01 -2.761 0.005755 \*\*   
## JOBHome Maker -2.872e-01 1.569e-01 -1.831 0.067098 .   
## JOBLawyer -1.650e-01 2.112e-01 -0.781 0.434854   
## JOBManager -1.091e+00 1.641e-01 -6.650 2.93e-11 \*\*\*  
## JOBProfessional -2.958e-01 1.410e-01 -2.098 0.035938 \*   
## JOBStudent -3.133e-01 1.446e-01 -2.166 0.030305 \*   
## JOBz\_Blue Collar -2.020e-01 1.201e-01 -1.682 0.092562 .   
## MVR\_PTS 1.170e-01 1.585e-02 7.383 1.54e-13 \*\*\*  
## CAR\_TYPEPanel Truck 7.121e-01 1.944e-01 3.664 0.000249 \*\*\*  
## CAR\_TYPEPickup 5.525e-01 1.153e-01 4.793 1.65e-06 \*\*\*  
## CAR\_TYPESports Car 1.090e+00 1.451e-01 7.512 5.84e-14 \*\*\*  
## CAR\_TYPEVan 5.778e-01 1.494e-01 3.866 0.000110 \*\*\*  
## CAR\_TYPEz\_SUV 8.112e-01 1.247e-01 6.508 7.63e-11 \*\*\*  
## MSTATUSz\_No 4.146e-01 9.568e-02 4.334 1.47e-05 \*\*\*  
## REVOKEDYes 8.551e-01 1.074e-01 7.965 1.65e-15 \*\*\*  
## CAR\_USEPrivate -8.324e-01 1.059e-01 -7.861 3.82e-15 \*\*\*  
## TRAVTIME 1.557e-02 2.189e-03 7.114 1.13e-12 \*\*\*  
## TIF -5.237e-02 8.537e-03 -6.134 8.56e-10 \*\*\*  
## KIDSDRIV 3.307e-01 6.390e-02 5.176 2.27e-07 \*\*\*  
## INCOME\_num -3.471e-06 1.424e-06 -2.439 0.014744 \*   
## CLM\_FREQ 2.001e-01 3.318e-02 6.032 1.62e-09 \*\*\*  
## EDUCATIONBachelors -3.995e-01 1.231e-01 -3.245 0.001174 \*\*   
## EDUCATIONMasters -4.969e-01 1.905e-01 -2.609 0.009094 \*\*   
## EDUCATIONPhD 4.064e-02 2.461e-01 0.165 0.868809   
## EDUCATIONz\_High School -7.396e-03 1.063e-01 -0.070 0.944554   
## BLUEBOOK\_num -2.370e-05 6.031e-06 -3.930 8.51e-05 \*\*\*  
## PARENT1Yes 4.730e-01 1.089e-01 4.342 1.41e-05 \*\*\*  
## HOME\_VAL\_num -1.469e-06 4.267e-07 -3.443 0.000575 \*\*\*  
## OLDCLAIM\_num -1.326e-05 4.569e-06 -2.903 0.003700 \*\*   
## RED\_CARyes -2.236e-01 1.031e-01 -2.168 0.030141 \*   
## SEXz\_F -1.861e-01 1.272e-01 -1.464 0.143274   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 6990.9 on 6044 degrees of freedom  
## Residual deviance: 5365.0 on 6012 degrees of freedom  
## AIC: 5431  
##   
## Number of Fisher Scoring iterations: 5

summary(final\_model\_both)

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ URBANICITY + JOB + MVR\_PTS + CAR\_TYPE +   
## MSTATUS + REVOKED + CAR\_USE + TRAVTIME + TIF + KIDSDRIV +   
## INCOME\_num + CLM\_FREQ + EDUCATION + BLUEBOOK\_num + PARENT1 +   
## HOME\_VAL\_num + OLDCLAIM\_num + RED\_CAR + SEX, family = "binomial",   
## data = insurance.forstepAIC)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5691 -0.7024 -0.3901 0.6201 3.1495   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.905e-01 2.287e-01 -1.707 0.087770 .   
## URBANICITYz\_Highly Rural/ Rural -2.308e+00 1.244e-01 -18.552 < 2e-16 \*\*\*  
## JOBDoctor -9.037e-01 3.273e-01 -2.761 0.005755 \*\*   
## JOBHome Maker -2.872e-01 1.569e-01 -1.831 0.067098 .   
## JOBLawyer -1.650e-01 2.112e-01 -0.781 0.434854   
## JOBManager -1.091e+00 1.641e-01 -6.650 2.93e-11 \*\*\*  
## JOBProfessional -2.958e-01 1.410e-01 -2.098 0.035938 \*   
## JOBStudent -3.133e-01 1.446e-01 -2.166 0.030305 \*   
## JOBz\_Blue Collar -2.020e-01 1.201e-01 -1.682 0.092562 .   
## MVR\_PTS 1.170e-01 1.585e-02 7.383 1.54e-13 \*\*\*  
## CAR\_TYPEPanel Truck 7.121e-01 1.944e-01 3.664 0.000249 \*\*\*  
## CAR\_TYPEPickup 5.525e-01 1.153e-01 4.793 1.65e-06 \*\*\*  
## CAR\_TYPESports Car 1.090e+00 1.451e-01 7.512 5.84e-14 \*\*\*  
## CAR\_TYPEVan 5.778e-01 1.494e-01 3.866 0.000110 \*\*\*  
## CAR\_TYPEz\_SUV 8.112e-01 1.247e-01 6.508 7.63e-11 \*\*\*  
## MSTATUSz\_No 4.146e-01 9.568e-02 4.334 1.47e-05 \*\*\*  
## REVOKEDYes 8.551e-01 1.074e-01 7.965 1.65e-15 \*\*\*  
## CAR\_USEPrivate -8.324e-01 1.059e-01 -7.861 3.82e-15 \*\*\*  
## TRAVTIME 1.557e-02 2.189e-03 7.114 1.13e-12 \*\*\*  
## TIF -5.237e-02 8.537e-03 -6.134 8.56e-10 \*\*\*  
## KIDSDRIV 3.307e-01 6.390e-02 5.176 2.27e-07 \*\*\*  
## INCOME\_num -3.471e-06 1.424e-06 -2.439 0.014744 \*   
## CLM\_FREQ 2.001e-01 3.318e-02 6.032 1.62e-09 \*\*\*  
## EDUCATIONBachelors -3.995e-01 1.231e-01 -3.245 0.001174 \*\*   
## EDUCATIONMasters -4.969e-01 1.905e-01 -2.609 0.009094 \*\*   
## EDUCATIONPhD 4.064e-02 2.461e-01 0.165 0.868809   
## EDUCATIONz\_High School -7.396e-03 1.063e-01 -0.070 0.944554   
## BLUEBOOK\_num -2.370e-05 6.031e-06 -3.930 8.51e-05 \*\*\*  
## PARENT1Yes 4.730e-01 1.089e-01 4.342 1.41e-05 \*\*\*  
## HOME\_VAL\_num -1.469e-06 4.267e-07 -3.443 0.000575 \*\*\*  
## OLDCLAIM\_num -1.326e-05 4.569e-06 -2.903 0.003700 \*\*   
## RED\_CARyes -2.236e-01 1.031e-01 -2.168 0.030141 \*   
## SEXz\_F -1.861e-01 1.272e-01 -1.464 0.143274   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 6990.9 on 6044 degrees of freedom  
## Residual deviance: 5365.0 on 6012 degrees of freedom  
## AIC: 5431  
##   
## Number of Fisher Scoring iterations: 5

anova(final\_model\_backwards, test="Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: TARGET\_FLAG  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 6044 6990.9   
## KIDSDRIV 1 42.25 6043 6948.6 8.032e-11 \*\*\*  
## PARENT1 1 121.66 6042 6826.9 < 2.2e-16 \*\*\*  
## MSTATUS 1 32.03 6041 6794.9 1.517e-08 \*\*\*  
## SEX 1 1.26 6040 6793.7 0.261667   
## EDUCATION 4 142.63 6036 6651.0 < 2.2e-16 \*\*\*  
## JOB 7 90.04 6029 6561.0 < 2.2e-16 \*\*\*  
## TRAVTIME 1 10.04 6028 6550.9 0.001530 \*\*   
## CAR\_USE 1 86.88 6027 6464.1 < 2.2e-16 \*\*\*  
## TIF 1 39.38 6026 6424.7 3.488e-10 \*\*\*  
## CAR\_TYPE 5 121.74 6021 6302.9 < 2.2e-16 \*\*\*  
## RED\_CAR 1 0.97 6020 6302.0 0.324811   
## CLM\_FREQ 1 230.56 6019 6071.4 < 2.2e-16 \*\*\*  
## REVOKED 1 80.01 6018 5991.4 < 2.2e-16 \*\*\*  
## MVR\_PTS 1 89.60 6017 5901.8 < 2.2e-16 \*\*\*  
## URBANICITY 1 476.35 6016 5425.5 < 2.2e-16 \*\*\*  
## HOME\_VAL\_num 1 26.75 6015 5398.7 2.317e-07 \*\*\*  
## INCOME\_num 1 9.38 6014 5389.3 0.002193 \*\*   
## BLUEBOOK\_num 1 15.73 6013 5373.6 7.304e-05 \*\*\*  
## OLDCLAIM\_num 1 8.60 6012 5365.0 0.003368 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

G = final\_model\_backwards$null.deviance - final\_model\_backwards$deviance  
Gdf = final\_model\_backwards$df.null - final\_model\_backwards$df.residual  
  
1-pchisq(G, Gdf)

## [1] 0

# how likely this random person that we made up would be to get into an accident   
  
some\_person = data.frame(   
   
 KIDSDRIV = 0,   
 KIDSDRIV = "No",  
 PARENT1 = "No",  
 MSTATUS = "z\_No",   
 SEX="z\_F",   
 EDUCATION = "Masters",   
 JOB= "Professional",   
 TRAVTIME = 15,   
 CAR\_USE = "Private",   
 TIF = 5,   
 CAR\_TYPE = "z\_SUV",   
 RED\_CAR = "no",   
 CLM\_FREQ = 0,   
 REVOKED = "No",   
 MVR\_PTS = 0,   
 URBANICITY = "Highly Urban/ Urban",   
 HOME\_VAL\_num = 258000,  
 INCOME\_num = 82000,   
 BLUEBOOK\_num = 16400,   
 OLDCLAIM\_num = 0  
)

# Predicts logodds  
# Using the final backwards model, this predicts how likely that the person we made up will get into an accident Put type = REsponse if you want probabilitiy   
  
predict(final\_model\_backwards, some\_person)

## 1   
## -2.05658

odds = exp(predict(final\_model\_backwards, some\_person))  
  
odds/(1+odds)

## 1   
## 0.1133892

# Gets teh odds of getting into an accident   
# Same as the predict probability function below

# Predicts probability  
# this predicts the probability that the person we made up will get into an accident  
predict(final\_model\_backwards, some\_person, type = "response")

## 1   
## 0.1133892

predict(final\_model\_forwards, some\_person, type = "response")

## 1   
## 0.1133892

predict(final\_model\_both, some\_person, type = "response")

## 1   
## 0.1133892

## STOR 455 Homework 6

Are Emily and Greg More Employable Than Lakisha and Jamal?

Bertrand, M., & Mullainathan, S. (2004). Are Emily and Greg more employable than Lakisha and Jamal? A field experiment on labor market discrimination. *American Economic Review, 94*(4), pp. 991-1013.

*Abstract*

We perform a field experiment to measure racial discrimination in the labor market. We respond with fictitious resumes to help-wanted ads in Boston and Chicago newspapers. To manipulate perception of race, each resume is randomly assigned either a very African American sounding name or a very White sounding name. The results show significant discrimination against African-American names: White names receive 50 percent more callbacks for interviews. We also find that race affects the benefits of a better resume. For White names, a higher quality resume elicits 30 percent more callbacks whereas for African Americans, it elicits a far smaller increase. Applicants living in better neighborhoods receive more callbacks but, interestingly, this effect does not differ by race. The amount of discrimination is uniform across occupations and industries. Federal contractors and employers who list “Equal Opportunity Employer” in their ad discriminate as much as other employers. We find little evidence that our results are driven by employers inferring something other than race, such as social class, from the names. These results suggest that racial discrimination is still a prominent feature of the labor market.

| **Variables** | **Descriptions** |
| --- | --- |
| *call* | Was the applicant called back? (1 = yes; 0 = no) |
| *ethnicity* | indicating ethnicity (i.e., “Caucasian-sounding” vs. “African-American sounding” first name) |
| *sex* | indicating sex |
| *quality* | Indicating quality of resume. |
| *experience* | Number of years of work experience on the resume |
| *equal* | Is the employer EOE (equal opportunity employment)? |

Use the *ResumeNames455* found at the address below:

<https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/ResumeNames455.csv>

library(readr)

ResumeNames455 = read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/ResumeNames455.csv")

1. Construct a logistic model to predict if the job applicant was called back using *experience* as the predictor variable.

mod1 = glm(call~experience, data=ResumeNames455, family = binomial)

summary(mod1)

##

## Call:

## glm(formula = call ~ experience, family = binomial, data = ResumeNames455)

##

## Deviance Residuals:

## Min 1Q Median 3Q Max

## -0.7780 -0.4075 -0.3924 -0.3779 2.3598

##

## Coefficients:

## Estimate Std. Error z value Pr(>|z|)

## (Intercept) -2.75960 0.09620 -28.687 < 2e-16 \*\*\*

## experience 0.03908 0.00918 4.257 2.07e-05 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## (Dispersion parameter for binomial family taken to be 1)

##

## Null deviance: 2726.9 on 4869 degrees of freedom

## Residual deviance: 2710.2 on 4868 degrees of freedom

## AIC: 2714.2

##

## Number of Fisher Scoring iterations: 5

1. Plot the raw data and the logistic curve on the same axes.

plot(jitter(call, amount=0.1)~experience, data=ResumeNames455)

logit = function(B0, B1, x){

exp(B0 + B1\*x)/(1 + exp(B0 + B1\*x))

}

B0 = summary(mod1)$coef[1]

B1 = summary(mod1)$coef[2]

curve(logit(B0, B1, x), add=TRUE, col="red")
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1. For an applicant with 3 years of experience, what does your model predict is the probability of this applicant getting called back?

# without type='response' you are predicting the log(odds)

applicant = data.frame(experience = 3)

predict(mod1, applicant, type="response")

## 1

## 0.06646115

1. Construct an empirical logit plot and comment on the linearity of the data.

There are no clear nonlinear patterns in the data, so the logistic model seems appropriate

library(Stat2Data)

# ngroups=9 is arbitrarily chosen.

# This data was causes error in the function for many choices of breaks

emplogitplot1(call~experience, data=ResumeNames455, ngroups = 9)
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1. Use the model from question #1 to perform a hypothesis test to determine if there is significant evidence of a relationship between *call* and *experience*. Cite your hypotheses, p-value, and conclusion in context.

H0: β1 = 0  
HA: β1 ≠ 0

Since the p-value (2.07e-05 using the summary or 4.298e-05 using log likelihood from anova) is less than 0.05, there is evidence to suggest that the coefficient of the experience term in the binary logistic model is nonzero.

# Either method could be used

summary(mod1)

##

## Call:

## glm(formula = call ~ experience, family = binomial, data = ResumeNames455)

##

## Deviance Residuals:

## Min 1Q Median 3Q Max

## -0.7780 -0.4075 -0.3924 -0.3779 2.3598

##

## Coefficients:

## Estimate Std. Error z value Pr(>|z|)

## (Intercept) -2.75960 0.09620 -28.687 < 2e-16 \*\*\*

## experience 0.03908 0.00918 4.257 2.07e-05 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## (Dispersion parameter for binomial family taken to be 1)

##

## Null deviance: 2726.9 on 4869 degrees of freedom

## Residual deviance: 2710.2 on 4868 degrees of freedom

## AIC: 2714.2

##

## Number of Fisher Scoring iterations: 5

anova(mod1, test="Chisq")

|  |
| --- |
|  |

|  | **Df**  **<int>** | **Deviance**  **<dbl>** | **Resid. Df**  **<int>** | **Resid. Dev**  **<dbl>** | **Pr(>Chi)**  **<dbl>** |
| --- | --- | --- | --- | --- | --- |
| NULL | NA | NA | 4869 | 2726.921 | NA |
| experience | 1 | 16.73516 | 4868 | 2710.186 | 4.2977e-05 |

2 rows

1. Construct a confidence interval for the odds ratio for your model and include a sentence interpreting the interval in the context.

We are 95% confident that for each 1 year increase in experience, the odds of getting called back will increase by a factor between approximately 1.02 and 1.06.

exp(confint(mod1))

## Waiting for profiling to be done...

## 2.5 % 97.5 %

## (Intercept) 0.05235403 0.07634629

## experience 1.02097262 1.05841947

1. For each 5-year increase in *experience*, how does your model predict the odds will change for the applicant getting called back?

For each 5 year increase in experience, the odds of getting called back will increase by a factor of approximately 1.22.

exp(summary(mod1)$coef[2,1]) ^ 5

## [1] 1.215796

# or by multiplying before using exp()

exp(5 \* summary(mod1)$coef[2,1])

## [1] 1.215796

In homework #7 we will continue with this data to investigate how the other variables impact an applicant’s chances of being called back.

## STOR 455 Practice Exam Solutions

library(readr)  
library(leaps)  
library(bestglm)  
library(MASS)  
  
BirthWeight <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/BirthWeight.csv")  
abalone\_train <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/abalone\_train.csv")  
abalone\_test <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/abalone\_test.csv")

#### Question 1

Low birth weight is an outcome that has been of concern to physicians for years. This is due to the fact that infant mortality rates and birth defect rates are very high for low birth weight babies. Behavior during pregnancy (including diet, smoking habits, and receiving prenatal care) can greatly alter the chances of carrying the baby to term and, consequently, of delivering a baby of normal birth weight. Data were collected at Baystate Medical Center, Springfield, Massachusetts, in 1986 for variables (shown in the table below) that have been shown to be associated with low birth weight in the obstetrical literature.

| Variable | Description |
| --- | --- |
| low | indicator of child’s birth weight less than 2.5 kg. |
| age | mother’s age in years. |
| lwt | mother’s weight in pounds at last menstrual period. |
| race | mother’s race (1 = white, 2 = black, 3 = other). |
| smoke | smoking status during pregnancy. |
| ptl | number of previous premature labours. |
| ht | history of hypertension |
| ui | presence of uterine irritability. |
| ftv | number of physician visits during the first trimester. |
| bwt | child’s birth weight in grams. |

1. Construct and plot a model using the indicator for a child’s low birth weight, *low*, as the response variable, and the mother’s weight in pounds at last menstrual period, *lwt*, and the predictor.

mod1A=glm(low~lwt, data=BirthWeight, family="binomial")  
plot(jitter(low, amount=.1)~lwt, data=BirthWeight)  
  
logit = function(B0, B1, x)  
{  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
}  
  
B0 = summary(mod1A)$coef[1]  
B1 = summary(mod1A)$coef[2]  
  
curve(logit(B0, B1, x),add=TRUE, col="red")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAaVBMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6Ojo6OpA6kLY6kNtmAABmADpmAGZmZgBmZmZmtttmtv+QOgCQtpCQ2/+2ZgC2kDq2///bkDrb/7bb////AAD/tmb/25D//7b//9v///8cz+uvAAAACXBIWXMAAA7DAAAOwwHHb6hkAAARVElEQVR4nO2dDWOjuBGGtXtJdq+N99omF3fdxHH4/z+yxiAxEhKgT6Tx+1439YfQCB5mNBIgiw5iLbF3A6C8AmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmAmDmSgxYQIW0F+C01UEuATBzATBzATBztQZ4MWtwf+mRbDBTG4AVHzH8s/MSznrd37BXE4AVn2ErQXhN6McXwkJ/+Ow+CbcAWKi/wnhP0Mshn7B46/AZAKcpmLa6yfVsgNUroeI2LaIb22CSYVddOWDiesLyfgLcdZKypfqtczocu+p6ARPfNftcs0+eOmdh7W+dgPUPNzt6S6oWsOarzixa0JJC75ZJXY4+2Ci6BthnYreaWF8r4Fk6ZX1PkmeVZNk82J5Fr9c+K+7Ts2wrmluVA171McswaV69g9zsY7Mr2FLJQuO3FM2uygGv9ZJzV7EnWfLP9IlYPl3mTQTgtHbtUY72v52DpmVDM8eSXTktuqVeAE5o15anjKDEUjx2bTgzrp8sOmxrvZua7Vs0t+oFbN9IRVuVMQfUZdlM/8her3cWXUMuXRfg5SMy+MXwHyHs37JVwGlcsAo/rgrwxM1+tUgIE/BWJzGKreVmXjczOW1qVe6lmgBPXaO1wBCYhSATGj7WdMLWUZBwFQ8SANs/E44jI2RaRC8qbPPgTYd6qikRmWYBn8ep3ZfUdlcB03kr8uEGY17Xg1ORabIPvhzE4/Dq61V8/+1tbvF23fGIuAE7es41L/a8HpzM9RrMoi9/Uab6u3C75nyjBL2WGcmMTP+cxFrl8J0P4DpcL5Fq6IMtOS25KDjnZW6pb08ybPnK+5adGlwvkSoA7IiI1PmWqjFyaoOt8er+VD3gFeP6pGXnwFpRzC0dHFoCvJyazTbbsOmsquxHv/ip5ptkHaY82D+Hdth17DTJjEw3NK4dmO9md215NCrv0S/fWfh68NdrFFe7XZdr2u+/ogztW5k3AXi1KevRrx/wlfBjUbuWWzUWRz3zQ7gZMwDfdI6bwvK1a2yxmhTPhkTb426Jo197H1zerr6JGawtpYTusyuF9a4irGFeusMsevs2s4kpy9FSt0ZrhuzmZkCTHf16ZkpaADw7WvSKklmRDNFCvZd/59V4t2Srahp3Bxc8JRsmbSg6J9w5AAkTpjD+mW3IAKJ8KuVW/R7sPlr2b8axFSHsOhsAOKhg6up8Aavh87q75oqkAJwGsBOQds/HUjW5cqGW++Cv1wQTlbF9sPrKPTtt6ZwLHvR2s+iTeB5enOWLzHa7kKNlhVnPQS8pT8Bfrwrr6eG9hN3A6u8Spk2egC8HNU95LjVMgmLE1IMhKf8+eHTh5T74KMTjLR1zXZgA4ELyzqLlJf9F/+29+9jfX3s5OE4DAC6kLOPgWyA/f3vr3IEcgAspC+BbKjYkYa5UDIALCR7MXHmmKlUfTLLuiOqgcGWai0YWXYvqv9gARSkA8OfTS3eMmuXwsQvFKTdg130fAFxIhT14+flgKL0QopkLgJkrE+DV+z4AuJDyAF6/7wOACynfVOUgTFXurHwXGwbhYsPOggczV6aLDav3fQBwIWWai1697wOAC8kf8OXX2+3/cVdlEwoHXOzpQihGvoCP02xysScboAiFe3Ahu1CccMGfuQIAJ3m+EIALKQDwMcVSaABcSAF9sOthhTx2oTiFAN5nITQoSP6A06xlCMCFFNAHJ1nLEIALKSREp15OGMoojIOZC4CZCyGauYI9OO5qIQCXUniIPkaNlgC4kMIB44J/EwoHjAv+TSgY8OWAEN2CwrPouKeTALiQMA5mrsKA8XxwaYUA/ny6AvoWd2cWABdS0NWk/or/Kf1PvEMZFHI9eLijA6vNNqHwOzow0dGE4MHMhT6YuZBFMxcmOpgLgJkrALCcjEYW3YJCsujYRdC87EJxwpMNzBU+Di5kF4pTyEp3PxI8AQ7AhRQC+AlJVjvCw2fMhSSLuZBkMReSLObCs0nMVcdc9MdH2tohpayA+7XhN1b3AcZ5lOVig4ri7lIWu2CcQyHrZD28nx6XvFMtE+3hwYM+ADm1wtbJOj+8L9+TdTn033oD7gXGSRU20fH58/ft34KO397CAHdgnFJhEx39irMrgPuf1gkF3CFYJ1NAH9w/GHx8Xr9t9vPpj3DAvT4+gDlaIcOk42OfJ6/Pc3y9um+t3T7qAuQo1THRsSYwDlZuwMl+PxiMw9TS88EI1gFqI0RPAmNPtQa4A2M/ZQKc+feDEaw3K2KdrIUH0Er8fjAYb1IWDy7166NgvK4sgAv+fvAHpruW1bQHTwJjl4LuyVq9MXqP3w+GI1sVfkfH4iP+O/1+MBjPFByiL4c676oEY11hgHsHjVukI+dtswjWRIEPn0X/fGHu+6KRXI8KSbLa+XFKQA5dRin6AcNyTzbcOePAJOskIn/fruijK/fsyOyyaJfulXHIje+tPnx2l9OaQTNZkcsYetlNr/ti3OAF/wS6I8aBWXT7i5HeS7wOAMxqOWH2jMPX6GCzIDhvRw5fZYfVkv584zU8mIgj5Hvvg2fixvhus+gFsUqw73McvEk8GAPwkhj4MgBvUMuMPQFvWCApsd1K1Kwvw4O91B7mlp4PrkYtQfYN0X/RuKy/y2O3VrXiy74ePD3X8PUa0ws3D3hQ/V1z0EzWIJ4zWUGqmDGSrESq1ZfDLzYUstuYquMcfrmwkN02VQ/mkD64nScbdlYN7hx0V+UdzmTFaFfOSLKKaR/OAFxahTGHAL4G6Yf3Y1wufb+AB30oZTYUkmR9ezs9vPcr+5ewy16ZOYeNg/sb7lzryCa22y1fmLB8m+BKRlQV4Sut5kAdNg7uARe6bZZcerLBVFVNpczaXQfcDWJWhY+iNu6VlnO4Bx+L3DZ7gzCQGI8c5SJu70RHDqswqx8qWDo37G0LhDRtHBlJErl0cB+c+bZZeXTI8Ro/7wgvdW15XkwaEHIrw6KV4rBZFB1Vb7QnKy2iXmtoYBad+7ZZi0MSIkKMkJV/02IT88m99bsM5OdmM2SMGDd2Nm7pmMp6o8KAS3PUq6dRneNgGufUn+kzefxHkhrgiQ3ZdDgZyFHXPzCtyvPD2bglxNNZsrqbEdJQL1nxB9z/ZlKvnEmW5q00WgsJWEJWTiqLyY/kB0J58rgRddC5A9MA7eyhF/1b2zgb4KkxH1TWEpurGiQB5xwmaf2vFlknB1MUhQF4gDx+p1BLyF1HwrbDgxfp0EpsXzuz+RwyGzrH7AtYLtBxVc6JjoWjQ+PyxJdspYCOWIlX64BnNsyaHE0jgGexmmxY5M7CDH2w9OBFRS/pvzq9QTtSPYjLznkCrOKzjAlDdJ83w4gWLuOqk51VUSYw663ZEgy3VCRfbOmDSyzpTyPvNFKeArMWhOdZ9KYQaj96xua0SHnAa8rSB5dZEFwod+0mt1KeS0ZLNk+bvNv82GiktaGkv7cCXvaqIrFbGfMsuKkPLrKkP4nHnXw5pFcqblO+Kwff5tSr7mgpYA3cloa7v06sLH1wEQ+mGRXpGOXp18meutNAOI6urELWaW622Ab9I7GyWeEo7g94i0os6T/lsqLT/Zbkz9SYvdc0CsiIb37qaoQlHmQCHBjY8wBOuaS/c8dUNFTBmI5+zTr0YZNR8dxjl9x9rcHkr//XS5uFEPYEfDk8F77pTrmoxVWmIRIZ6U7dslZSBnKFnx4x6rtmh+2yvNrkwK/dG23cTG9cJg9OVp0ZNsk3BgrZB89nqFQ0lykY2Uwroc9Xa99Y6ltodPosejtgo3G5Acf+frAz3SE95RSAO6G54VR2PjY2OQo7UtuBLZwm+dk0Cxb24GmQ5WV2vnskb5KxV7rxvHpywYHMSJtV0kYuZtJ7AN4c2CMB0z54cSi8rbqNBS0jjzlgc1qSFp6KjIG8WzliJD7MW7sL4K2BPakHR1xQWrM77Y5tCkIDbERdLVOWhaVTDv9MEzOr5G9IH7yrUvbBZ+coKPZiwxyo87KNkN9PCZOZZklewlbRQp12yyuV7K4SWXTsxYYtQVDtx8xfZwMlNU62ZNhWq/sE4SwnThbA0VOVfgdYkB54yqa0M0D1z0u1rgTm/MphNQvg6IsNnh4kSLercmVLvF3wYHMEvEcQzhI36vJg6oarF/PUZyoiU4i2eOs+guOWzoYVUTuAQy82EAgWwOO3woi+FI6cu1RDbX1AO8+vtdbYpyXLqSHAYRcbll1NkqdFhPxIurGGVxjFLSPkmeV1ZTwJmumDA6uzA56PTUWnUx6cU/2P4qVVjD5MLyPSQLBxF2Utm8r6ngutZNGB1VkB23OlWTk5F00mM2jepF7LWRPd0pLvGMNK2gEsF927S58akbZgRHWWlMhEbWRD1CuN+SpVkPr4fB5aEnb5jk5pPHHIfJizaJ4udWzF9lqrAmxOUHYGCzppOYHRYjVBPBWdMI9wZlWvtHPyefrfYtGMgL0iQ12AXeUsQdJWYkJLsmc9UJNZriDAnYz/+wH2q7d2wOunqxbEp/7XXkSbxtziCTPAnTxJVgHn6oOZAV7tcAx3tB592n2TuawtfZnRB8s6bFvOgOYZUXEDvKkqisw2HamNi/2MO7Lo9aLZxKoP3lTX7PqYo3aakbWsdrPoNFUv7v6+s5HlxRAwRAXAzAXAzAXAzLUbYKiQdgIcpPxtKLCXte4EADdjAoD3tFDtTgBwMyYAeE8L1e4EADdjAoD3tFDtTgBwMyYAeE8L1e5EDYChjAJg5gJg5gJg5gJg5gJg5gJg5gJg5gJg5gJg5gJg5gJg5gJg5toP8OfP21pqZ/mLp+fonz61WxhWBnrMYOG2cudtPalcO6EshO/EboAvh9tieedra/t/04vUFj5/jJWmtvD1eq3s1B/1XDsxWQjfib0An4cla4fF846P04vUFtSqi8ktfD71y8Kdvv/OthPKQsRO7AT4LJ5vbVa7MO1LYgvdaTwayS2Mdr695dsJaSFiJ/brgwfAt9BzfalepLbQHf8c+rEcFvrqSdvzmLhaiNiJnQEP3cn1r3qR2sLl0K+7eHzuclgYVu3MuhM3CxE7wR6wepnp6D/m3gmhOtygneAfom+69l1ZLNzGMDl3gq7rG7QTewPOmZ9QwD/eMlgYf+Ig406c6LrNQTuxM+CMwyTtFDqTwUwyyeWz8+2EtBCxEzsDzjnRIbPo/mhc85PkFj6fpHfl2onJQvhO7A34epKOU2+n5FOVo4X+x69fMlg4DY/a91Vm2gliIXgncLGBuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYuQCYue4Y8OXwQt+eX1wFmxYAW9/xEQBb3/HRXQP+z2u/wkb/WGb/dKboFzphp7sG/HK6Mu1Xkvt6fYYHs9MVaf+s/PHfD++fP94AmJ2uSPv//fr75+/z998AzE490uPz5z/+9+vt+Igki596pKeH/z52x3++vgAwP/VIP3/+67k7/fHjDYD5qUd6OfTLEvUDpMvheX2TBnXngG9LuQ7LUR0xDoYaFAAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAzFwAz1/8BWooeKUgKROsAAAAASUVORK5CYII=)

1. Construct a model using the indicator for a child’s low birth weight, *low*, as the response variable, and the mother’s weight in pounds at last menstrual period, age, smoking status during pregnancy, and race as the predictor variables.

mod1B=glm(low~lwt+age+smoke+factor(race), data=BirthWeight, family="binomial")

1. Is there evidence to suggest that the model constructed in part (B) is significantly better than the model constructed in part (A)? Conduct the appropriate hypothesis test. State hypotheses, and provide a conclusion in the context of the data. *6 pts*

Null: The coefficients for the variables age, smoke, and (both dummy) races are 0;  
Alternative: The coefficients for at least one of the variables age, smoke, and race are not 0.  
Statistically significant evidence suggests that at least one of the additional terms has a nonzero coefficient, thus making for a better model than the one with a single predictor.

anova(mod1A, mod1B, test="Chisq")

## Analysis of Deviance Table  
##   
## Model 1: low ~ lwt  
## Model 2: low ~ lwt + age + smoke + factor(race)  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)   
## 1 187 228.69   
## 2 183 214.58 4 14.113 0.006942 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

#You may instead examine the summaries of these models to find the difference between the residual deviances, and compare this G statistic to the chi-squared distribution with 4 df.  
  
summary(mod1A)

##   
## Call:  
## glm(formula = low ~ lwt, family = "binomial", data = BirthWeight)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.0951 -0.9022 -0.8018 1.3609 1.9821   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.99831 0.78529 1.271 0.2036   
## lwt -0.01406 0.00617 -2.279 0.0227 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 234.67 on 188 degrees of freedom  
## Residual deviance: 228.69 on 187 degrees of freedom  
## AIC: 232.69  
##   
## Number of Fisher Scoring iterations: 4

summary(mod1B)

##   
## Call:  
## glm(formula = low ~ lwt + age + smoke + factor(race), family = "binomial",   
## data = BirthWeight)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5173 -0.9065 -0.5865 1.3035 2.0401   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.332452 1.107672 0.300 0.76407   
## lwt -0.012526 0.006386 -1.961 0.04982 \*   
## age -0.022478 0.034170 -0.658 0.51065   
## smoke 1.054439 0.380000 2.775 0.00552 \*\*  
## factor(race)2 1.231671 0.517152 2.382 0.01724 \*   
## factor(race)3 0.943263 0.416232 2.266 0.02344 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 234.67 on 188 degrees of freedom  
## Residual deviance: 214.58 on 183 degrees of freedom  
## AIC: 226.58  
##   
## Number of Fisher Scoring iterations: 4

G = summary(mod1A)$deviance - summary(mod1B)$deviance  
1 - pchisq(G, 4)

## [1] 0.006941683

1. Use one of the model selection procedures covered in class to determine the best model to predict the indicator for a child’s low birth weight, *low*.

The “best” models produced each way look a bit different, since AIC and BIC values are not directly comparable. Each method has positives and negatives. The models are quite different! BIC penalizes model complexity more heavily, hence the “best” models have fewer terms.

#With bestglm  
  
# Must factor race so it is considered categorical  
  
BirthWeight$race = as.factor(BirthWeight$race)  
  
# Must move low to last column and remove bwt.   
  
# bwt is the baby's birth weight, which will directly correspond  
# to low and cause an error. When predicting if a baby has low   
# birth weight, you won;t know their birth weight first  
  
BirthWeight\_forbestglm = BirthWeight[,c(2:9, 1)]  
head(BirthWeight\_forbestglm)

## # A tibble: 6 x 9  
## age lwt race smoke ptl ht ui ftv low  
## <dbl> <dbl> <fct> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 19 182 2 0 0 0 1 0 0  
## 2 33 155 3 0 0 0 0 3 0  
## 3 20 105 1 1 0 0 0 1 0  
## 4 21 108 1 1 0 0 1 2 0  
## 5 18 107 1 1 0 0 1 0 0  
## 6 21 124 3 0 0 0 0 0 0

#This line is sometimes need to restore structure to the dataframe  
BirthWeight\_forbestglm = as.data.frame(BirthWeight\_forbestglm)  
  
bestglm1D = bestglm(BirthWeight\_forbestglm, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## Note: factors present with more than 2 levels.

bestglm1D$BestModels

## age lwt race smoke ptl ht ui ftv Criterion  
## 1 FALSE TRUE FALSE FALSE FALSE TRUE FALSE FALSE 231.6256  
## 2 FALSE TRUE FALSE FALSE TRUE TRUE FALSE FALSE 231.6890  
## 3 FALSE TRUE FALSE FALSE FALSE TRUE TRUE FALSE 232.3381  
## 4 FALSE TRUE FALSE TRUE FALSE TRUE FALSE FALSE 232.5830  
## 5 FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE 233.1344

#With stepAIC  
  
BirthWeight\_foretepAIC = BirthWeight[1:9]  
  
# I factored the variable race first above.   
# You could have factored it inside of the glm() function.  
  
mod1D = glm(low~., data=BirthWeight\_foretepAIC, family="binomial")  
none = glm(low~1, data=BirthWeight\_foretepAIC, family="binomial")  
  
# You could have dine this with backwards or forwards as well.  
  
stepAIC(none, scope = list(upper = mod1D), trace=0)

##   
## Call: glm(formula = low ~ ptl + lwt + ht + race + smoke + ui, family = "binomial",   
## data = BirthWeight\_foretepAIC)  
##   
## Coefficients:  
## (Intercept) ptl lwt ht race2 race3   
## -0.08655 0.50321 -0.01591 1.85504 1.32572 0.89708   
## smoke ui   
## 0.93873 0.78570   
##   
## Degrees of Freedom: 188 Total (i.e. Null); 181 Residual  
## Null Deviance: 234.7   
## Residual Deviance: 202 AIC: 218

#### Question 2

Abalone are marine gastropod molluscs, which means they are marine snails.The age of abalone is determined by cutting the shell through the cone, staining it, and counting the number of rings through a microscope – a boring and time-consuming task. Other measurements, which are easier to obtain, are used to predict the age. Further information, such as weather patterns and location (hence food availability) may be required to solve the problem.

| Variable | Description |
| --- | --- |
| Sex | M, F |
| Length | longest shell measurement in mm |
| Diameter | perpendicular to length in mm |
| Height | with meat in shell in mm |
| Whole weight | whole abalone in g |
| Shucked weight | weight of meat in g |
| Viscera weight | gut weight (after bleeding) in g |
| Shell weight | after being dried in g |
| Rings | number of rings |

1. Construct a model to predict abalones’ age (using *rings* as the response) with the lowest Mallow’s Cp using any/all of the variables in the *abalone train* dataset. Do not use transformations, or second or greater order terms, or perform an analysis of the residuals.

# model with regsubsets  
  
regsubsets2A=regsubsets(rings~., data=abalone\_train)  
  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/ShowSubsets.R")  
ShowSubsets(regsubsets2A)

## sexM length diameter height weight\_whole weight\_shucked weight\_viscera  
## 1 ( 1 )   
## 2 ( 1 ) \* \*   
## 3 ( 1 ) \* \* \*  
## 4 ( 1 ) \* \* \* \*  
## 5 ( 1 ) \* \* \* \* \*  
## 6 ( 1 ) \* \* \* \* \*  
## 7 ( 1 ) \* \* \* \* \* \*  
## 8 ( 1 ) \* \* \* \* \* \* \*  
## weight\_shell Rsq adjRsq Cp  
## 1 ( 1 ) \* 19.40 19.29 227.63  
## 2 ( 1 ) 35.60 35.41 44.03  
## 3 ( 1 ) 37.49 37.22 24.31  
## 4 ( 1 ) 39.05 38.70 8.45  
## 5 ( 1 ) 39.53 39.10 4.96  
## 6 ( 1 ) \* 39.69 39.17 5.11  
## 7 ( 1 ) \* 39.70 39.09 7.03  
## 8 ( 1 ) \* 39.70 39.00 9.00

mod2A = lm(rings~length+height+weight\_whole+weight\_shucked+weight\_viscera, data=abalone\_train)  
  
# model with step - produces the same best model  
  
none2 = lm(rings~1, data=abalone\_train)  
full = lm(rings~., data=abalone\_train)  
MSE = (summary(full)$sigma)^2  
  
step(none2,scope=list(upper=full),scale=MSE, trace=0)

##   
## Call:  
## lm(formula = rings ~ weight\_shucked + weight\_whole + height +   
## weight\_viscera + length, data = abalone\_train)  
##   
## Coefficients:  
## (Intercept) weight\_shucked weight\_whole height weight\_viscera   
## 4.331 -24.898 14.057 20.404 -14.205   
## length   
## 5.742

#model with forward - produces slightly different model  
  
step(none2,scope=list(upper=full),scale=MSE, direction="forward", trace=0)

##   
## Call:  
## lm(formula = rings ~ weight\_shell + weight\_shucked + weight\_whole +   
## height + weight\_viscera + length, data = abalone\_train)  
##   
## Coefficients:  
## (Intercept) weight\_shell weight\_shucked weight\_whole height   
## 4.534 3.942 -22.957 11.906 18.939   
## weight\_viscera length   
## -12.338 5.383

#model with backward - produces the same best model  
  
step(full,scale=MSE, trace=0)

##   
## Call:  
## lm(formula = rings ~ length + height + weight\_whole + weight\_shucked +   
## weight\_viscera, data = abalone\_train)  
##   
## Coefficients:  
## (Intercept) length height weight\_whole weight\_shucked   
## 4.331 5.742 20.404 14.057 -24.898   
## weight\_viscera   
## -14.205

1. A second dataset, abalone\_test, contains additional data for 500 more abalone. Use this dataset, and your model constructed in part (A), to perform a cross validation analysis of your model. Calcuate and comment on the cross-validation correlation, shrinkage, and analysis of holdout residuals. Does the model constructed in part (A) appear to be similarly effective for predicting the number of rings for abalone?

Holdout residual mean relatively close to zero (close is relative)  
Holdout standard deviation is very similar to the standard error of the regression line for the original model constructed from the training data.  
The shape of the holdout residulas is approximately normally distributed, but might indicate a slight bias and the center seems to be shifted left.  
Shrinkage is near 0.10, which isn’t as small as it could be, but suggests that the model predicts the new data similarly as well as the old.

fit = predict(mod2A, abalone\_test)  
  
holdout\_residuals = abalone\_test$rings - fit  
  
mean(holdout\_residuals)

## [1] 0.1286006

sd(holdout\_residuals)

## [1] 2.596266

hist(holdout\_residuals)
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summary(mod2A)

##   
## Call:  
## lm(formula = rings ~ length + height + weight\_whole + weight\_shucked +   
## weight\_viscera, data = abalone\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -7.8210 -1.5879 -0.3408 1.0211 11.9233   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.3314 0.9636 4.495 8.16e-06 \*\*\*  
## length 5.7423 2.4497 2.344 0.019357 \*   
## height 20.4039 5.7006 3.579 0.000369 \*\*\*  
## weight\_whole 14.0574 1.1463 12.263 < 2e-16 \*\*\*  
## weight\_shucked -24.8985 1.5680 -15.879 < 2e-16 \*\*\*  
## weight\_viscera -14.2047 2.8975 -4.902 1.18e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.439 on 694 degrees of freedom  
## Multiple R-squared: 0.3953, Adjusted R-squared: 0.391   
## F-statistic: 90.74 on 5 and 694 DF, p-value: < 2.2e-16

cv\_corr = cor(fit, abalone\_test$rings)  
  
summary(mod2A)$r.squared - cv\_corr^2

## [1] 0.09549159

1. Linearity is an issue in any abalone model that uses the various measures of weight to predict the number of rings. Would a polynomial model be more appropriate? Contruct a quadratic model using *rings* as the response and the *weight whole* as the predictor. Plot the data and the curve on the same axes. Use the *abalone train* dataset.

mod2C = lm(rings~weight\_whole+I(weight\_whole^2), data=abalone\_train)  
  
summary(mod2C)

##   
## Call:  
## lm(formula = rings ~ weight\_whole + I(weight\_whole^2), data = abalone\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.8056 -1.9640 -0.8028 1.0129 15.4238   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 7.3778 0.4598 16.045 < 2e-16 \*\*\*  
## weight\_whole 5.1079 0.8353 6.115 1.61e-09 \*\*\*  
## I(weight\_whole^2) -1.3569 0.3569 -3.802 0.000156 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.952 on 697 degrees of freedom  
## Multiple R-squared: 0.1104, Adjusted R-squared: 0.1079   
## F-statistic: 43.26 on 2 and 697 DF, p-value: < 2.2e-16

a = summary(mod2C)$coef[3,1]  
b = summary(mod2C)$coef[2,1]  
c = summary(mod2C)$coef[1,1]  
  
plot(rings~weight\_whole, data=abalone\_train)  
curve(a\*x^2 + b\*x + c, add=TRUE, col="red")

![](data:image/png;base64,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)

1. Consider a model that uses the log( *rings* ) as the response variable. The predictor variables for the model are *diameter*, *length*, *sex*, and the interactions between *sex* and each other predictor variable. Perform a hypothesis test to determine if the model including the interaction terms is significantly better than a model including the same variables but without the interactions. Include the hypotheses and conclusion.

null: coefficients for the interaction terms are 0;  
alternative: the coefficients for at least one interaction term is nonzero.  
Since the p-value is small, there is significant evidence to suggest that at least one of the interaction terms have a nonzero coefficient.

mod2D1 = lm(log(rings)~length+diameter+sex+length\*sex+diameter\*sex, data=abalone\_train)  
  
mod2D2 = lm(log(rings)~length+diameter+sex, data=abalone\_train)  
  
anova(mod2D2, mod2D1)

## Analysis of Variance Table  
##   
## Model 1: log(rings) ~ length + diameter + sex  
## Model 2: log(rings) ~ length + diameter + sex + length \* sex + diameter \*   
## sex  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 696 40.884   
## 2 694 40.153 2 0.73099 6.3172 0.001911 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

## STOR 455 Exam #2

**Directions:** This exam is open books, notes, internet, and all things other than direct communication with others. The *LAdata.csv* dataset is needed to complete the exam. This dataset can be imported from the web address below or from the csv file, also attached in this Sakai assignment. You should complete the exam in this R Notebook, including all code, plots, and explanations. For your submission, you should knit the notebook and submit it as a pdf to Gradescope. If you are unable to knit your exam, you should submit the RMD file to Sakai under the ‘Unable to Knit’ tab. The dataset can be found at GitHub at the address below:

<https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/LAdata.csv>

**Should STOR have Undergraduate Learning Assitants? (YES! Starting Fall 2022…)**

Large introductory STEM courses historically have high failure rates, and failing such courses often leads students to change majors or even drop out of college. Instructional innovations such as the Learning Assistant model can influence this trend by changing institutional norms. In collaboration with faculty who teach large-enrollment introductory STEM courses, undergraduate learning assistants (LAs) use research-based instructional strategies designed to encourage active student engagement and elicit student thinking. These instructional innovations help students master the types of skills necessary for college success such as critical thinking and defending ideas. A study was conducted to investigate the relationship between exposure to LA support in large introductory STEM courses and general failure rates in introductory courses at University of Colorado Boulder.

Alzen, J.L., Langdon, L.S. & Otero, V.K. (2018) A logistic regression investigation of the relationship between the Learning Assistant model and failure rates in introductory STEM courses. *International Journal of STEM Education*, *56*(5). <https://doi.org/10.1186/s40594-018-0152-1>

The *LAdata.csv* dataset represent a subset of the variables examined in this study and a random sample of the data for students in one course, MATH 1300.

| **Variables** | **Descriptions** |
| --- | --- |
| *la\_stud* | Did the student’s course have a learning assistant? (1=yes; 0=no) |
| *sex* | Identified sex of the student (1=male; 0=female) |
| *nonwhite* | Does the student identify as not white? (1=yes; 0=no) |
| *first.gen* | Is the student a first generation college student? (1=yes; 0=no) |
| *finaid\_ever* | Has the student ever receive financial aid? (1=yes; 0=no) |
| *act\_new* | ACT score for the student |
| *hs\_gpa* | High school GPA for the student |
| *credits\_entry* | College credits earned before entering the university |
| *grade* | Grade in the course on a 0.0 to 4.0 scale |
| *fail* | Did the student fail the course? (1=yes; 0=no) |

library(readr)

LAdata <- read\_csv('https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/LAdata.csv')

1. Use the *LAdata.csv* dataset to construct a model to predict if students will *fail* a class using *la\_stud*, *sex*, *nonwhite*, *first.gen*, as well as the interactions between *la\_stud* with each of *sex*, *nonwhite* and *first.gen* as predictors (ie 3 interactions of two variables, with *la\_stud* and each one of the other predictors). Include a summary of this model. *6 pts*

mod1 = glm(fail ~

la\_stud +

nonwhite +

first.gen +

sex +

la\_stud\*nonwhite +

la\_stud\*first.gen +

la\_stud\*sex,

data=LAdata,

family=binomial)

summary(mod1)

##

## Call:

## glm(formula = fail ~ la\_stud + nonwhite + first.gen + sex + la\_stud \*

## nonwhite + la\_stud \* first.gen + la\_stud \* sex, family = binomial,

## data = LAdata)

##

## Deviance Residuals:

## Min 1Q Median 3Q Max

## -0.9828 -0.6412 -0.5567 -0.3909 2.3218

##

## Coefficients:

## Estimate Std. Error z value Pr(>|z|)

## (Intercept) -1.22376 0.20397 -6.000 1.98e-09 \*\*\*

## la\_stud -0.44374 0.25337 -1.751 0.0799 .

## nonwhite 0.74711 0.34294 2.179 0.0294 \*

## first.gen -0.09224 0.40773 -0.226 0.8210

## sex -1.30957 0.32798 -3.993 6.53e-05 \*\*\*

## la\_stud:nonwhite -0.55691 0.40915 -1.361 0.1735

## la\_stud:first.gen 0.70932 0.47646 1.489 0.1366

## la\_stud:sex 0.91348 0.38946 2.346 0.0190 \*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## (Dispersion parameter for binomial family taken to be 1)

##

## Null deviance: 959.54 on 1068 degrees of freedom

## Residual deviance: 926.12 on 1061 degrees of freedom

## AIC: 942.12

##

## Number of Fisher Scoring iterations: 5

1. Conduct a hypothesis test at the 0.05 significance level to determine the effectiveness of the *la\_stud* terms in the model constructed in question 1. Cite your hypotheses, p-value, and conclusion in context. *8pts*

*H*0:*β*1=*β*5=*β*6=*β*7=0

*HA*:*At* *least* *one* *of* *β*1,*β*5,*β*6,*β*7≠0

Since the p-value is small (0.04286 < 0.05), there is statistically significant evidence to claim that at least one of the la\_stud terms have a nonzero coefficient.

mod2 = glm(fail ~

nonwhite +

first.gen +

sex,

data=LAdata,

family=binomial)

anova(mod2, mod1, test='Chisq')

|  |
| --- |
|  |

|  | **Resid. Df**  **<dbl>** | **Resid. Dev**  **<dbl>** | **Df**  **<dbl>** | **Deviance**  **<dbl>** | **Pr(>Chi)**  **<dbl>** |
| --- | --- | --- | --- | --- | --- |
| 1 | 1065 | 935.9784 | NA | NA | NA |
| 2 | 1061 | 926.1187 | 4 | 9.859697 | 0.04285856 |

2 rows

# Can also be done this way

G = summary(mod2)$deviance - summary(mod1)$deviance

1 - pchisq(G, 4)

## [1] 0.04285856

1. For non first generation nonwhite female students, what does the model from question 1 predict will be the probability that these students will **pass** the course for courses **with** a learning assistant? What does the model from question 1 predict will be the probability that these students will **pass** the course for courses **without** a learning assistant? *8pts*

s1 = data.frame(sex=0, nonwhite=1, first.gen=0, la\_stud=1)

s2 = data.frame(sex=0, nonwhite=1, first.gen=0, la\_stud=0)

#Probability non first generation nonwhite female student passes with LA

1 - predict(mod1, s1, type='response')

## 1

## 0.8141637

#Probability non first generation nonwhite female student passes without LA

1 - predict(mod1, s2, type='response')

## 1

## 0.6169563

1. Construct a model to predict students’ *grade* in the course using all of the variables (except for *fail*, *hs\_gpa*, and *act\_new*) and including the interactions between *la\_stud* and all of the other variables (except for *fail*, *hs\_gpa*, and *act\_new* and as with question 1, the interactions between *la\_stud* and each one of the other predictors). You should not include transformations, nor a residual analysis. Include a summary of this model. *5 pts*

mod4 = lm(grade~. + la\_stud\*., data=LAdata[-c(6, 7, 10)])

summary(mod4)

##

## Call:

## lm(formula = grade ~ . + la\_stud \* ., data = LAdata[-c(6, 7,

## 10)])

##

## Residuals:

## Min 1Q Median 3Q Max

## -3.2440 -0.6333 0.1551 0.8389 2.2176

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) 2.3955419 0.1124618 21.301 < 2e-16 \*\*\*

## la\_stud 0.0026514 0.1343917 0.020 0.984264

## sex 0.4466620 0.1224744 3.647 0.000278 \*\*\*

## nonwhite -0.3225878 0.1495213 -2.157 0.031194 \*

## first.gen 0.1253382 0.1706271 0.735 0.462762

## finaid\_ever -0.4158908 0.1284067 -3.239 0.001237 \*\*

## credits\_entry 0.0272103 0.0084656 3.214 0.001348 \*\*

## la\_stud:sex -0.2341253 0.1478221 -1.584 0.113531

## la\_stud:nonwhite 0.1872411 0.1767231 1.060 0.289606

## la\_stud:first.gen -0.3123343 0.2060254 -1.516 0.129819

## la\_stud:finaid\_ever 0.3500524 0.1542170 2.270 0.023416 \*

## la\_stud:credits\_entry 0.0006063 0.0097250 0.062 0.950300

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 1.106 on 1057 degrees of freedom

## Multiple R-squared: 0.08483, Adjusted R-squared: 0.0753

## F-statistic: 8.907 on 11 and 1057 DF, p-value: 2.621e-15

1. Using **only** the summary output of the model constructed in question 4, What does the coefficient of the *la\_stud* variable (not the interactions, nor the test statistic or p-value) tell you about the relationship between the *la\_stud* and *grade* variables in this model, as well as what specific students this coefficient applies to? *5pts*

The la\_stud coefficient (0.0026514) in the increase in GPA for students in a course with a learning assistant, specifically for students that are female (sex=0), not nonwhite (nonwhite=0), not first generation college students (first.gen=0), have not had financial aid ever (finaid\_ever=0), and have no college credits before entering the university (credits\_entry=0).

1. Perform a **backwards** model selection method (for the lowest Mallow’s Cp) using all of the terms in the model that you constructed in question 4 as possible predictors. Construct this best model and include a summary of this model. *6pts*

MSE = (summary(mod4)$sigma)^2

mod5 = step(mod4, scale=MSE, trace=FALSE)

summary(mod5)

##

## Call:

## lm(formula = grade ~ la\_stud + sex + nonwhite + finaid\_ever +

## credits\_entry + la\_stud:sex + la\_stud:finaid\_ever, data = LAdata[-c(6,

## 7, 10)])

##

## Residuals:

## Min 1Q Median 3Q Max

## -3.1515 -0.6342 0.1717 0.8420 2.2277

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) 2.382222 0.108682 21.919 < 2e-16 \*\*\*

## la\_stud 0.019275 0.127257 0.151 0.879639

## sex 0.446036 0.121615 3.668 0.000257 \*\*\*

## nonwhite -0.200140 0.078110 -2.562 0.010536 \*

## finaid\_ever -0.409754 0.122709 -3.339 0.000869 \*\*\*

## credits\_entry 0.028039 0.004157 6.744 2.52e-11 \*\*\*

## la\_stud:sex -0.241861 0.146793 -1.648 0.099725 .

## la\_stud:finaid\_ever 0.314556 0.146807 2.143 0.032369 \*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 1.105 on 1061 degrees of freedom

## Multiple R-squared: 0.08155, Adjusted R-squared: 0.07549

## F-statistic: 13.46 on 7 and 1061 DF, p-value: < 2.2e-16

1. Conduct a hypothesis test at the 0.05 significance level to determine the effectiveness of the *la\_stud* terms in the model constructed in question 6. Cite your hypotheses, p-value, and conclusion in context. *8pts*

*H*0:*β*1=*β*6=*β*7=0

*HA*:*At* *least* *one* *of* *β*1,*β*6,*β*7≠0

Since the p-value is small (0.0447 < 0.05), there is statistically significant evidence to claim that at least one of the la\_stud terms have a nonzero coefficient.

mod7 = lm(grade~sex+nonwhite+finaid\_ever+credits\_entry, data=LAdata)

anova(mod7, mod5)

|  |
| --- |
|  |

|  | **Res.Df**  **<dbl>** | **RSS**  **<dbl>** | **Df**  **<dbl>** | **Sum of Sq**  **<dbl>** | **F**  **<dbl>** | **Pr(>F)**  **<dbl>** |
| --- | --- | --- | --- | --- | --- | --- |
| 1 | 1064 | 1306.490 | NA | NA | NA | NA |
| 2 | 1061 | 1296.602 | 3 | 9.887836 | 2.697048 | 0.0447025 |

2 rows

1. In question 6 I specifically asked you to perform a backwards model selection method rather than a forward or stepwise method. Using the backwards method, *la\_stud* terms were included in your best model. If you had used a forwards or stepwise method, you would find that *la\_stud* terms would **not** be included in your best models. Using the summary of the model from question 6, and knowledge of how the backwards, forwards, and stepwise procedures determine the best model, why would the *la\_stud* terms be included in the backwards model selection output, but not in the forward and stepwise model selection output? *4pts*

backwards will first look to remove the interaction terms and not the individual LA\_stud terms. Since the interaction terms are not all removed from the model in backwards selection, it is never an option to remove the LA\_stud term. For forwards and stepwise, you begin with not predictors. THe interaction terms are not considered unless the individual terms are first added to the model. LA\_stud alone has a high p-value and was never added to the model, so the interaction terms were never considered.

step(mod4, scale=MSE)

## Start: AIC=12

## grade ~ la\_stud + sex + nonwhite + first.gen + finaid\_ever +

## credits\_entry + la\_stud \* (la\_stud + sex + nonwhite + first.gen +

## finaid\_ever + credits\_entry)

##

## Df Sum of Sq RSS Cp

## - la\_stud:credits\_entry 1 0.0048 1292.0 10.004

## - la\_stud:nonwhite 1 1.3721 1293.3 11.123

## <none> 1292.0 12.000

## - la\_stud:first.gen 1 2.8092 1294.8 12.298

## - la\_stud:sex 1 3.0662 1295.0 12.508

## - la\_stud:finaid\_ever 1 6.2977 1298.3 15.152

##

## Step: AIC=10

## grade ~ la\_stud + sex + nonwhite + first.gen + finaid\_ever +

## credits\_entry + la\_stud:sex + la\_stud:nonwhite + la\_stud:first.gen +

## la\_stud:finaid\_ever

##

## Df Sum of Sq RSS Cp

## - la\_stud:nonwhite 1 1.369 1293.3 9.1243

## <none> 1292.0 10.0039

## - la\_stud:first.gen 1 2.830 1294.8 10.3189

## - la\_stud:sex 1 3.075 1295.1 10.5199

## - la\_stud:finaid\_ever 1 6.305 1298.3 13.1617

## - credits\_entry 1 53.907 1345.9 52.1067

##

## Step: AIC=9.12

## grade ~ la\_stud + sex + nonwhite + first.gen + finaid\_ever +

## credits\_entry + la\_stud:sex + la\_stud:first.gen + la\_stud:finaid\_ever

##

## Df Sum of Sq RSS Cp

## - la\_stud:first.gen 1 2.113 1295.5 8.8532

## <none> 1293.3 9.1243

## - la\_stud:sex 1 3.061 1296.4 9.6289

## - nonwhite 1 6.838 1300.2 12.7189

## - la\_stud:finaid\_ever 1 7.168 1300.5 12.9887

## - credits\_entry 1 54.251 1347.6 51.5084

##

## Step: AIC=8.85

## grade ~ la\_stud + sex + nonwhite + first.gen + finaid\_ever +

## credits\_entry + la\_stud:sex + la\_stud:finaid\_ever

##

## Df Sum of Sq RSS Cp

## - first.gen 1 1.134 1296.6 7.7812

## <none> 1295.5 8.8532

## - la\_stud:sex 1 3.322 1298.8 9.5709

## - la\_stud:finaid\_ever 1 5.588 1301.1 11.4249

## - nonwhite 1 6.607 1302.1 12.2582

## - credits\_entry 1 54.412 1349.9 51.3691

##

## Step: AIC=7.78

## grade ~ la\_stud + sex + nonwhite + finaid\_ever + credits\_entry +

## la\_stud:sex + la\_stud:finaid\_ever

##

## Df Sum of Sq RSS Cp

## <none> 1296.6 7.7812

## - la\_stud:sex 1 3.317 1299.9 8.4953

## - la\_stud:finaid\_ever 1 5.610 1302.2 10.3711

## - nonwhite 1 8.023 1304.6 12.3450

## - credits\_entry 1 55.584 1352.2 51.2557

##

## Call:

## lm(formula = grade ~ la\_stud + sex + nonwhite + finaid\_ever +

## credits\_entry + la\_stud:sex + la\_stud:finaid\_ever, data = LAdata[-c(6,

## 7, 10)])

##

## Coefficients:

## (Intercept) la\_stud sex

## 2.38222 0.01927 0.44604

## nonwhite finaid\_ever credits\_entry

## -0.20014 -0.40975 0.02804

## la\_stud:sex la\_stud:finaid\_ever

## -0.24186 0.31456

none = lm(grade~1, data=LAdata[-c(6, 7, 10)])

mod8 = step(none, scope = list(upper=mod4), direction='both')

## Start: AIC=299.28

## grade ~ 1

##

## Df Sum of Sq RSS AIC

## + credits\_entry 1 64.112 1347.6 251.60

## + sex 1 26.302 1385.4 281.18

## + nonwhite 1 12.199 1399.5 292.01

## + finaid\_ever 1 11.344 1400.4 292.66

## + first.gen 1 7.351 1404.4 295.70

## <none> 1411.7 299.28

## + la\_stud 1 2.234 1409.5 299.59

##

## Step: AIC=251.6

## grade ~ credits\_entry

##

## Df Sum of Sq RSS AIC

## + sex 1 20.158 1327.5 237.49

## + finaid\_ever 1 13.418 1334.2 242.90

## + nonwhite 1 11.980 1335.6 244.06

## + first.gen 1 5.499 1342.1 249.23

## <none> 1347.6 251.60

## + la\_stud 1 0.628 1347.0 253.10

## - credits\_entry 1 64.112 1411.7 299.28

##

## Step: AIC=237.49

## grade ~ credits\_entry + sex

##

## Df Sum of Sq RSS AIC

## + finaid\_ever 1 13.289 1314.2 228.73

## + nonwhite 1 11.216 1316.2 230.42

## + first.gen 1 6.512 1321.0 234.23

## <none> 1327.5 237.49

## + la\_stud 1 1.259 1326.2 238.47

## - sex 1 20.158 1347.6 251.60

## - credits\_entry 1 57.968 1385.4 281.18

##

## Step: AIC=228.73

## grade ~ credits\_entry + sex + finaid\_ever

##

## Df Sum of Sq RSS AIC

## + nonwhite 1 7.686 1306.5 224.46

## + first.gen 1 2.550 1311.6 228.66

## <none> 1314.2 228.73

## + la\_stud 1 0.876 1313.3 230.02

## - finaid\_ever 1 13.289 1327.5 237.49

## - sex 1 20.029 1334.2 242.90

## - credits\_entry 1 59.944 1374.1 274.42

##

## Step: AIC=224.46

## grade ~ credits\_entry + sex + finaid\_ever + nonwhite

##

## Df Sum of Sq RSS AIC

## <none> 1306.5 224.46

## + first.gen 1 1.157 1305.3 225.52

## + la\_stud 1 1.079 1305.4 225.58

## - nonwhite 1 7.686 1314.2 228.73

## - finaid\_ever 1 9.759 1316.2 230.42

## - sex 1 19.404 1325.9 238.22

## - credits\_entry 1 59.589 1366.1 270.14